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1. Introduction 

In order for a company to be competitive, an indispensable requirement is the efficient 
management of its resources. As a result derives a lot of complex optimization problems 
that need to be solved with high-performance computing tools. In addition, due to the 
complexity of these problems, it is considered that the most promising approach is the 
solution with approximate algorithms; highlighting the heuristic optimizers. Within this 
category are the basic heuristics that are experience-based techniques and the metaheuristic 
algorithms that are inspired by natural or artificial optimization processes.  

A variety of approximate algorithms, which had shown satisfactory performance in 
optimization problems, had been proposed in the literature. However, there is not an 
algorithm that performs better for all possible situations, given the amount of available 
strategies, is necessary to select the one who adapts better to the problem. An important 
point is to know which strategy is the best for the problem and why it is better.  

The chapter begins with the formal definition of the Algorithm Selection Problem (ASP), 
since its initial formulation. The following section describes examples of "Intelligent 
Systems" that use a strategy of algorithm selection. After that, we present a review of  
the literature related to the ASP solution. Section four presents the proposals of our 
research group for the ASP solution; they are based on machine learning, neural network 
and hyper-heuristics. Besides, the section presents experimental results in order to 
conclude about the advantages and disadvantages of each approach. Due to a fully 
automated solution to ASP is an undecidable problem, Section Five reviews other less 
rigid approach which combines intelligently different strategies: The Hybrid Systems of 
Metaheuristics.  
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2. The Algorithm Selection Problem (ASP) 

Many optimization problems can be solved by multiple algorithms, with different 
performance for different problem characteristics. Although some algorithms are better than 
others on average, there is not a best algorithm for all the possible instances of a given 
problem. This phenomenon is most pronounced among algorithms for solving NP-Hard 
problems, because runtimes for these algorithms are often highly variable from instance to 
instance of a problem (Leyton-Brown et al., 2003). In fact, it has long been recognized that 
there is no single algorithm or system that will achieve the best performance in all cases 
(Wolpert & Macready, 1997). Instead we are likely to attain better results, on average, across 
many different classes of a problem, if we tailor the selection of an algorithm to the 
characteristics of the problem instance (Smith-Miles et al., 2009). To address this concern, in 
the last decades researches has developed technology to automatically choose an 
appropriate optimization algorithm to solve a given instance of a problem, in order to obtain 
the best performance.  

Recent work has focused on creating algorithm portfolios, which contain a selection of state 
of the art algorithms. To solve a particular problem with this portfolio, a pre-processing step 
is run where the suitability of each algorithm in the portfolio for the problem at hand is 
assessed. This step often involves some kind of machine learning, as the actual performance 
of each algorithm on the given, unseen problem is unknown (Kotthoff et al., 2011). 

The Algorithm Selection Problem (ASP) was first described by John R. Rice in 1976 (Rice, 
1976) he defined this problem as: learning a mapping from feature space to algorithm 
performance space, and acknowledged the importance of selecting the right features to 
characterize the hardness of problem instances (Smith-Miles & Lopes, 2012). This definition 
includes tree important characteristics (Rice, 1976): 

a. Problem Space: The set of all possible instance of the problem. There are a big number of 
independent characteristics that describe the different instances which are important for 
the algorithm selection and performance. Some of these characteristics and their 
influences on algorithm performance are usually unknown. 

b. Algorithm Space: The set of all possible algorithms that can be used to solve the problem. 
The dimension of this set could be unimaginable, and the influence of the algorithm 
characteristics is uncertain. 

c. Performance Measure: The criteria used to measure the performance of a particular 
algorithm for a particular problem and see how difficult to solve (hard) is the instance. 
There is considerable uncertainly in the use and interpretation of these measures (e. g. 
some prefer fast execution, others effectiveness, others simplicity). 

Rice proposed a basic model for this problem, which seeks to predict which algorithm from 
a subset of the algorithm space is likely to perform best based on measurable features of a 
collection of the problem space: Given a problem subset of the problem space P, a subset of 
the algorithm space A, a mapping from P to A and the performance space Y. The Algorithm 
Selection Problem can be formally defined as: for a particular problem instance p ∈ P, find 
the selection mapping S(p) into the algorithm space A, such that the selected algorithm a ∈ A 
maximizes the performance measure y for y(a,p) ∈ Y. This basic abstract model is 
illustrated in Figure 1 (Rice, 1976; Smith-Miles & Lopes, 2012). 

www.intechopen.com



 
Algorithm Selection: From Meta-Learning to Hyper-Heuristics 

 

79 

 
Fig. 1. The Algorithm Selection Problem (ASP) 

The Figure 2 shows the dimensions of ASP and allows see a higher level of abstraction 
scope. There are three dimensions: 1) in the x-axis expresses a set of algorithms of solution 
s, t, w, y, z, 2) z-axis shows a set of instances of the problem a, b, c, d, and a new instance 
e to solve, 3) in the y-axis the set of values of the results of applying the algorithms to each of 
the instances is represented by vertical lines. As shown in figure, to solve the instance a and 
b the algorithms have different performances, it is noteworthy that no algorithm is superior 
to others in solving all instances. Moreover, as shown in figure the algorithm s has a 
different performance by solving each of the instances. Finally the problem to be solved is to 
select for the new instance e the algorithm that will solve better. 

 
Fig. 2. Dimensions of algorithm selection problem 

As we can see in the definition of the Algorithm Selection Problem there are three principal 
aspects that must be tackled in order to solve the problem: 

a. The selection of the set features of the problem that might be indicative of the performance 
of the algorithms. 

b. The selection of the set of algorithms that together allow to solve the largest number of 
instances of the problem with the highest performance. 

c. The selection of an efficient mapping mechanism that permits to select the best algorithm to 
maximize the performance measure. 

Some studies have been focused in construct a suitable set of features that adequately 
measure the relative difficulty of the instances of the problem (Smith-Miles et al., 2009; 
Messelis et al., 2009; Madani et al., 2009; Quiroz, 2009; Smith-Miles & Lopes, 2012). 
Generally there are two main approaches used to characterize the instances: the first is to 
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identify problem dependent features based on domain knowledge of what makes a 
particular instance challenging or easy to solve; the second is a more general set of features 
derived from landscape analysis (Schiavinotto & Stützle, 2007; Czogalla & Fink, 2009). To 
define the set of features that describe the characteristics of the instances is a difficult task 
that requires expert domain knowledge of the problem. The indices of characterization 
should be carefully chosen, so as to permit a correct discrimination of the difficulty of the 
instances to explain the algorithms performance. There is little that will be learned via a 
knowledge discovery process if the features selected to characterize the instances do not 
have any differentiation power (Smith-Miles et al., 2009).  

On the other hand, portfolio creation and algorithm selection has received a lot of attention 
in areas that deal with solving computationally hard problems (Leyton-Brown et al., 2003; 
O’Mahony et al., 2008). The current state of the art is such that often there are many 
algorithms and systems for solving the same kind of problem; each with its own 
performance on a particular problem. Machine learning is an established method of 
addressing ASP (Lobjois & Lemâitre, 1998; Fink, 1998). Given the performance of each 
algorithm on a set of training problems, we try to predict the performance on unseen 
problems (Kotthoff et al., 2011). There have been many studies in the area of algorithm 
performance prediction, which is strongly related to algorithm selection in the sense that 
supervised learning or regression models are used to predict the performance ranking of a 
set of algorithms, given a set of features of the instances (Smith-Miles & Lopes, 2012). 

In the selection of the efficient mapping mechanism a challenging research goal is to design 
a run-time system that can repeatedly execute a program, learning over time to make 
decisions that maximize the performance measure. Since the right decisions may depend on 
the problem size and parameters, the machine characteristics and load, the data distribution, 
and other uncertain factors, this can be quite challenging. Some works treats algorithms in a 
black-box manner: each time a single algorithm is selected and applied to the given instance 
then a regression analysis or machine learning techniques are used to build a predictive 
model of the performance of the algorithms given the features of the instances (Lobjois & 
Lemâitre, 1998; Fink, 1998; Leyton-Brown et al., 2003; Ali & Smith, 2006). Other works focus 
on dynamic selection of algorithm components while the instance is being solved. In that 
sense, each instance is solved by a mixture of algorithms formed dynamically at run-time 
(Lagoudakis & Littman, 2000; Samulowitz & Memisevic, 2007; Streeter et al., 2007). The use 
of efficient mapping mechanism in intelligent systems is described in the next section. 

3. Applications of algorithm selection to real world and theorists problems  

The principles applied to ASP can be used in a wide range of applications in the real world 
and theoretical. Generally an application that solves a real problem is an extended version of 
parameters and constraints in another application that solves a theoretical problem. The 
nature of the algorithm selection problem is dynamic because it must incorporate new 
knowledge periodically, in order to preserve the efficacy of selection strategies. This section 
describes some applications to real-world complex problems, such as knowledge discovery 
and data mining, bioinformatics and Web services. It also describes some applications to 
solve complex theoretical problems; some examples are NP-hard problems, also called 
combinatorial optimization problems. 
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3.1 Bioinformatics  

In (Nascimento et al., 2009) the authors investigate the performance of clustering algorithms 
on gene expression data, by extracting rules that relate the characteristics of the data sets of 
gene expression to the performance achieved by the algorithms. This represents a first 
attempt to solve the problem of choosing the best cluster algorithm with independence of 
gene expression data. In general, the choice of algorithms is basically driven by the 
familiarity of biological experts to the algorithm, rather than the characteristics of the 
algorithms themselves and of the data. In particular, the bioinformatics community has not 
reached consensus on which method should be preferably used. This work is directly 
derived from the Meta-Learning framework, originally proposed to support algorithm 
selection for classification and regression problems. However, Meta-Learning has been 
extended to other domains of application, e.g. to select algorithms for time series 
forecasting, to support the design of planning systems, to analyze the performance of meta-
heuristics for optimization problems. Meta-Learning can be defined by considering four 
aspects: (a) the problem space, P, (b) the meta-feature space, F, (c) the algorithm space, A 
and (d) a performance metric, Y. As final remark, authors demonstrated that the rule-based 
ensemble classifier presented the most accuracy rates in predicting the best clustering 
algorithms for gene expression data sets. Besides, the set of extracted rules for the selection 
of clustering algorithms, using an inductive decision tree algorithm, gave some interesting 
guidelines for choosing the right method. 

3.2 WEB services  

In recent years, many studies have focused on developing feasible mechanisms to select 
appropriate services from service systems in order to improve performance and efficiency. 
However, these traditional methods do not provide effective guidance to users and, with 
regard to ubiquitous computing, the services need to be context-aware. In consequence, the 
work achieved by (Cai et al., 2009) proposed a novel service selection algorithm based on 
Artificial Neural Network (ANN) for ubiquitous computing environment. This method can 
exactly choose a most appropriate service from many service providers, due to the earlier 
information of the cooperation between the devices. Among the elements that exist in the 
definition of a service, Z represents the evaluation value of respective service providers’ 
service quality, and its value is calculated with a function that involves the time and the 
conditions of current context environment, e.g. user context, computing context, physical 
context, with a division into static and dynamical information. 

Among the advantages of using ANN to solve the service selection problem, is that, the 
method can easily adapt the evaluation process to the varying context information, and 
hence, it can provide effective guidance so that lots of invalid selecting processes can be 
avoided. The neural network selected was Back Propagation (BP) because is the most 
commonly used; however, this algorithm was improved with a three-term approach: 
learning rate, momentum factor and proportional factor. The efficiency of such algorithm 
was obtained because adding the proportional factor enhanced the convergence speed and 
stability. In conclusion, the authors claim, that this novel service selection outperforms the 
traditional service selection scheme. 
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3.3 Learning systems  

In (Bradzil et al., 2003) is described a meta-learning method to support selection of 
candidate learning algorithms. Bradzil et al. use the Instance-Based Learning (IBL) approach 
because IBL has the advantage that the system is extensible; once a new experimental result 
becomes available, it can be easily integrated into the existing results without the need to 
reinitiate complex re-learning. In this work a k-Nearest Neighbor (k-NN) algorithm to 
identify the datasets that are most similar to the one is used. The distance between datasets 
is assessed using a relatively small set of data characteristics, which was selected to 
represent properties that affect algorithm performance; it is used to generate a 
recommendation to the user in the form of a ranking. The prediction, is constructed by 
aggregating performance information for the given candidate algorithms on the selected 
datasets. They use a ranking method based on the relative performance between pairs of 
algorithms. This work shown how can be exploited meta-learning to pre-select and 
recommend one or more classification algorithms to the user. They claimed that choosing 
adequate methods in a multistrategy learning system might significantly improve its overall 
performance. Also it was shown that meta-learning with k-NN improves the quality of 
rankings methods in general.  

3.4 Knowledge discovery and data mining  

In (Hilario & Kaousis, 2000) is addressed the model selection problem in knowledge 
discovery systems, defined as the problem of selecting the most appropriate learning model 
or algorithm for a given application task. In this work they propose framework for 
characterizing learning algorithms for classification as well as their underlying models, 
using learning algorithm profiles. These profiles consist of metalevel feature-value vectors, 
which describe learning algorithms from the point of view of their representation and 
functionality, efficiency, resilience, and practicality. Values for these features are assigned 
on the basis of author specifications, expert consensus or previous empirical studies. 
Authors review past evaluations of the better known learning algorithms and suggest an 
experimental strategy for building algorithm profiles on more quantitative grounds. The 
scope of this paper is limited to learning algorithms for classification tasks, but it can be 
applied to learning models for other tasks such as regression or association. 

In (Kalousis & Theoharis, 1999) is presented an Intelligent Assistant called NOEMON, 
which by inducing helpful suggestion from background information can reduce the effort 
in classifier selection task. For each registered classifier, NOEMON measures its 
performance in order to collect datasets for constituting a morphologic space. For suggest 
the most appropriate classifier, NOEMON decides on the basis of morphological 
similarity between the new dataset and the existing collection. Rules are induced from 
those measurements and accommodated in a knowledge database. Finally, the 
suggestions on the most appropriate classifier for a dataset are based on those rules. The 
purpose of NOEMON is to supply the expert with suggestions based on its knowledge on 
the performance of the models and algorithms for related problems. This knowledge is 
being accumulated in a knowledge base end is updated as new problems as are being 
processed. 

www.intechopen.com



 
Algorithm Selection: From Meta-Learning to Hyper-Heuristics 

 

83 

3.5 Scheduling problem 

In (Kadioglu et al., 2011) the main idea is taken from an algorithm selector called Boolean 
Satisfiability (SAT) based on nearest neighbor classifier. On one hand, authors presented 
two extensions to it; one of them is based on the concept of distance-based weighting, where 
they assign larger weights to instances that are closer to the test instance. The second 
extension, is based on clustering-based adaptive neighborhood size, where authors adapt 
the size of the neighborhood based on the properties of the given test instance. These two 
extensions show moderate but consistent performance improvements to the algorithm 
selection using Nearest-Neighbor Classification (Malitsky et al., 2011). On the other hand, 
authors developed a new hybrid portfolio that combines algorithm selection and algorithm 
scheduling, in static and dynamic ways. For static schedules the problem can be formulated 
as an integer program, more precisely, as a resource constrained set covering problem, 
where the goal is to select a number of solver-runtime pairs that together “cover” (i.e., solve) 
as many training instances as possible. Regarding dynamic schedules, the column 
generation approach works fast enough when yielding potentially sub-optimal but usually 
high quality solutions. This allows us to embed the idea of dynamic schedules in the 
previously developed nearest-neighbor approach, which selects optimal neighborhood sizes 
by random sub-sampling validation. With SAT as the testbed, experimentation 
demonstrated that author’s approach can handle highly diverse benchmarks, in particular a 
mix of random, crafted, and industrial SAT instances, even when deliberately removed 
entire families of instances from the training set. As a conclusion, authors presented a 
heuristic method for computing solver schedules efficiently, which O’Mahony (O’Mahony 
et al., 2008) identified as an open problem. In addition, they showed that a completely new 
way of solver scheduling consisting of a combination of static schedules and solver selection 
is able to achieve significantly better results than plain algorithm selection. 

3.6 Traveling salesman problem 

In (Kanda et al., 2011), the work is focused in the selection of optimization algorithms for 
solving TSP instances; this paper proposes a meta-learning approach to recommend 
optimization algorithms for new TSP instances. Each instance is described by meta-features 
of the TSP that influences the efficiency of the optimization algorithms. When more than one 
algorithm reaches the best solution, the multi-label classification problem is addressed 
applying three steps: 1) decomposition of multi-label instances into several single-label 
instances, 2) elimination of multi-label instances, and 3) binary representation, in order to 
transform multi-label instances into several binary classification problems. Features were 
represented as a graph. The success of this meta-learning approach depended on the correct 
identification of the meta-features that best relate the main aspects of a problem to the 
performances of the used algorithms. Finally the authors claimed that it is necessary to 
define and expand the set of metafeatures, which are important to characterize datasets in 
order to improve the performance of the selection models. 

3.7 Satisfiability problem 

In (Xu et al., 2009) is described an algorithm for constructing per-instance algorithm 
portfolios for SAT. It has been widely observed that there is no single “dominant” SAT 
solver; instead, different solvers perform best on different instances. SATzilla is an 
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automated approach for constructing per-instance algorithm portfolios for SAT that use so-
called empirical hardness models to choose among their constituent solvers. This approach 
takes as input a distribution of problem instances and a set of component solvers, and 
constructs a portfolio optimizing a given objective function (such as mean runtime, percent 
of instances solved, or score in a competition). The algorithm selection approach is based on 
the idea of building an approximate runtime predictor, which can be seen as a heuristic 
approximation to a perfect oracle. Specifically, they use machine learning techniques to 
build an empirical hardness model, a computationally inexpensive predictor of an 
algorithm’s runtime on a given problem instance based on features of the instance and the 
algorithm’s past performance. By modeling several algorithms and, at runtime, choosing the 
algorithm predicted to have the best performance; empirical hardness models can serve as 
the basis for an algorithm portfolio that solves the algorithm selection problem 
automatically. 

3.8 Vehicle routing problem 

In (Ruiz-Vanoye et al., 2008) the main contribution of this paper is to propose statistical 
complexity indicators applied to the Vehicle Routing Problem with Time Windows 
(VRPTW) instances in order that it allows to select appropriately the algorithm that better 
solves a VRPTW instance. In order to verify the proposed indicators, they used the 
discriminant analysis contained in SPSS software, such as a machine learning method to 
find the relation between the characteristics of the problem and the performance of 
algorithms (Perez et al., 2004), as well as the execution of 3 variants of the genetic algorithms 
and the random search algorithm. The results obtained in this work showed a good 
percentage of prediction taking into account that this based on statistical techniques and not 
on data-mining techniques. By means of the experimentation, authors conclude that it is 
possible to create indicators applied to VRPTW that help appropriately to predict the 
algorithm that better solves the instances of the VRPTW. 

4. Related work on automatic algorithm selection 

In this section some examples of related works of the reviewed literature are classified by 
Methods or methodologies utilized for establishing the relation between the problems and 
algorithms, and solve the algorithm selection problem. 2.1. Solution Environments, where 
the algorithm selection problem is boarded, are described in section 2.2.  

4.1 Simple statistical tests 

The most common method to compare experimentally algorithms consists in the 
complementary use of a set of simple well-known statistical tests: The Sign, Wilcoxon and 
Friedman tests, among others. The tests are based on the determination of the differences in 
the average performance, which is observed experimentally: if the differences among the 
algorithms are significant statistically, the algorithm with the best results is considered as 
superior (Lawler 1985). Reeves comments that a heuristic with good averaged performance, 
but with high dispersion, has a very high risk to show a poor or low performance in many 
instances (Reeves 1993). He suggests as alternative to formulate for each algorithm, a utility 
function adjusted to a gamma distribution, whose parameters permit to compare the 
heuristics on a range of risk value.  
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4.2 Regression analysis 

Gent and Walsh make an empirical study of the GSAT algorithm, it is an approximation 
algorithm for SAT, and they apply regression analysis to model the growth of the cost of 
obtaining the solution with the problem size (Gent 1997).  

In (Cruz 1999), Pérez and Cruz present a statistical method to build algorithm performance 
models, using polynomial functions, which relate the performance with the problem size. 
This method first generates a representative sample of the algorithms performance, and then 
the performance functions are determined by regression analysis, which finally are 
incorporated in an algorithm selection mechanism. The polynomial functions are used to 
predict the best algorithm that satisfies the user requirements.  

The performance of local search algorithms Novelty and SAPS for solving instances of the 
SAT problem were analyzed by (Hutter 2006). The authors used linear regression with 
linear and quadratic basis functions to build prediction models. Firstly, they built a 
prediction model, using problem features and algorithm performance, to predict the 
algorithm run time. Secondly, they build another prediction model, using problem features, 
algorithm parameter settings and algorithm performance. This model is used to 
automatically adjust the algorithm’s parameters on a per instance basis in order to optimize 
its performance. 

4.3 Functions of probability distribution 

Frost finds that the performance of the algorithms to solve CSP instances can be 
approximated by two standard families of functions of continuous probability distribution 
(Frost 1997). The resoluble instances can be modeled by the Weibull distribution and the 
instances that are not resoluble by the lognormal distribution. He utilizes four parameters to 
generate instances: number of constraints, number of prohibited value pairs per constraint, 
the probability of a constraint existing between any pair of variables, the probability each 
constraint is statistically independent of the others, and the probability that a value in the 
domain of one variable in a constraint will be incompatible with a value in the domain of the 
other variable in the constraint. 

Hoos and Stuzle present a similar work to Frost. They find that the performance of 
algorithms that solve the SAT instances can be characterized by an exponential distribution 
(Hoos 2000). The execution time distribution is determined by the execution of k times of an 
algorithm over a set of instances of the same family, using a high time as stop criteria and 
storing for each successful run the execution time required to find the solution. The 
empirical distribution of the execution time is the accumulated distribution associated with 
these observations, and it allows projecting the execution time t (given by the user) to the 
probability of finding a solution in this time. A family is a set of instances with the same 
value of the parameters that are considered critical for the performance. 

An algorithm portfolio architecture was proposed in (Silverthorn 2010). This architecture 
employs three core components: a portfolio of algorithms; a generative model, which is fit to 
data on those algorithms past performance, then used to predict their future performance; 
and a policy for action selection, which repeatedly chooses algorithms based on those 
predictions. Portfolio operation begins with offline training, in which a) training tasks are 
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drawn from the task distribution, b) each solver is run many times on each training task, 
and c) a model is fit to the outcomes observed in training. In the test phase that follows, 
repeatedly, (1) a test task is drawn from the same task distribution, (2) the model predicts 
the likely outcomes of each solver, (3) the portfolio selects and runs a solver for some 
duration, (4) the run’s outcome conditions later predictions, and (5) the process continues 
from (2) until a time limit expires.  

The models of solver behavior are two latent class models: a multinomial mixture that 
captures the basic correlations between solvers, runs, and problem instances, and a mixture 
of Dirichlet compound multinomial distributions that also captures the tendency of solver 
outcomes to recur. Each model was embedded in a portfolio of diverse SAT solvers and 
evaluated on competition benchmarks. Both models support effective problem solving, and 
the DCM-based portfolio is competitive with the most prominent modern portfolio method 
for SAT (Xu 2009). 

4.4 Functions of heuristic rules 

Rice introduced the poly-algorithm concept (Rice 1968) in the context of parallel numeric 
software. He proposes the use of functions that can select, from a set of algorithms, the best 
to solve a given situation. After the Rice work, other researchers have formulated different 
functions that are presented in (Li 1997, Brewer 1995). The majority of the proposed 
functions are simple heuristic rules about structural features of the parameters of the 
instance that is being solved, or about the computational environment. The definition of the 
rules requires of the human experience. 

The objective of the proposed methodology in (Beck 2004) is to find the best solution to a 
new instance, when a total limit time T is given. Firstly, the selection strategies for a set of 
algorithms A were formulated and denominated as prediction rules, these are: Selection is 
based on the cost of the best solution found by each algorithm; Selection is based on the 
change in the cost of the best solutions found at 10 second intervals; Selection is based on the 
extrapolation of the current cost and slope to a predicted cost at T.  

These rules are applied for the training dataset and the optimal sampling time t* (required 
time to select the algorithm with the less solution error) is identified for each of them. 
After, when a new instance is given, each prediction rule is utilized to find the algorithm 
with the best found solution in a time tp = |A| x t*, and it is executed in the remaining 
time tr = T - tp. One of the advantages is that the methodology can be applied to different 
problems and algorithms. Nevertheless, the new dataset must have similarity with the 
training dataset. 

4.5 Machine learning 

The algorithm selection problem is focused by Lagoudakis and Littam in (Lagoudakis 2000) 
as a minimization problem of execution total time, which is solved with a Reinforced 
Learning algorithm (RL). Two classical problems were focused: selecting and ordering. A 
function that predicts the best algorithm for a new instance using its problem size is 
determined by means of training. The learned function permits to combine several recursive 
algorithms to improve its performance: the actual problem is divided in subproblems in 
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each recursive step, and the most adequate algorithm in size is used for each of them. This 
work is extended to backtracking algorithms to SAT problem in (Lagoudakis 2001). 

A system (PHYTHIA-II) to select the most appropriated software to solve a scientific 
problem is proposed in (Houstis 2002). The user introduces the problem features (operators 
of the equation, its domain, values of the variables, etc.) and time requirements and allowed 
error. The principal components of PHYTHIA-II are the statistical analysis, pattern 
extraction module and inference engine. The first consists in ranking the algorithms 
performance data by means of Friedman rank sums (Hollander 1973). The second utilizes 
different machine learning methods to extract performance patterns and represent them 
with decision and logic rules. The third is the process to correspond the features of a new 
problem with the produced rules; the objective is to predict the best algorithm and the most 
appropriated parameters to solve the problem. 

The METAL research group proposed a method to select the most appropriate classification 
algorithm for a set of similar instances (Soares 2003). They used a K-nearest neighborhood 
algorithm to identify the group of instances from a historical registry that exhibit similar 
features to those of a new instance group. The algorithm performance on instances of 
historical registry is known and is used to predict the best algorithms for the new instance 
group. The similarity among instances groups is obtained considering three types of 
problem features: general, statistical and derived from information theory. 

A Bayesian approach is proposed in (Guo, 2004) to construct an algorithm selection 
system which is applied to the Sorting and Most Probable Explanation (MPE) problems. 
From a set of training instances, their features and the run time of the best algorithm that 
solves each instance are utilized to build the Bayesian network. Guo proposed four 
representative indexes from the Sorting problem features: the size of the input 
permutation and three presortedness measures. For the MPE problem he utilizes general 
features of the problem and several statistical indexes of the Bayesian network that 
represents the problem. 

A methodology for instance based selection of solver's policies that solves instances of the 
SAT problem was proposed by (Nikolic 2009). The policies are heuristics that guide the 
search process. Different configurations of these policies are solution strategies. The problem 
structure of all instances was characterized by indices. The problem instances were grouped 
by the values of these indices, forming instances families. All problem instances were solved 
by all solution strategies. The best solution strategy for each family is selected. The k-nearest 
neighbor algorithm selects the solution strategy for a new input instance. The results of the 
performance of the algorithm ARGOSmart, that performs the proposed methodology, were 
superior to ARGOSAT algorithm. 

5. Approaches to building algorithm selectors  

In this chapter we solve ASP with two approaches: meta-learning and hyper-heuristics. The 
meta-learning approach is oriented to learning about classification using machine learning 
methods; three methods are explored to solve an optimization problem: Discriminant 
Analysis (Pérez, 2004), C4.5 and the Self-Organising Neural Network. The hyper-heuristic 
approach is oriented to automatically produce an adequate combination of available low-
level heuristics in order to effectively solve a given instance (Burke et al., 2010); a hyper-
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heuristic strategy is incorporated in an ant colony algorithm to select the heuristic that best 
adjust one of its control parameter. 

5.1 Selection of metaheuristics using meta-learning 

In this section a methodology based on Meta-Learning is presented for characterizing 
algorithm performance from past experience data. The characterization is used to select the 
best algorithm for a new instance of a given problem. The phases of the methodology are 
described and exemplified with the well known one-dimensional Bin-Packing problem. 

5.1.1 Algorithms for the solution of the Bin Packing Problem 

The Bin Packing Problem (BPP) is an NP-hard combinatorial optimization problem, in 
which the objective is to determine the smallest number of bins to pack a set of objects. For 
obtaining suboptimal solutions of BPP, with less computational effort, we used 
deterministic and non-deterministic algorithms. The algorithm performance is evaluated 
with the optimal deviation percentage and the processing time (Quiroz, 2009). 

The deterministic algorithms always follow the same path to arrive at the same solution. The 
First Fit Decreasing (FFD) algorithm places the items in the first bin that can hold them. The 
Best Fit Decreasing (BFD) places the items in the best-filled bin that can hold them. The 
Match to First Fit (MFF) algorithm is a variation of FFD, wich uses complementary bins for 
holding temporarily items. The Match to Best Fit (MBF) algorithm is a variation of BFD and, 
like MFF uses complementary bins. The Modified Best Fit Decreasing (MBFD) partially pack 
the bins in order to find a “good fit” item combination. 

The Non-Deterministic Algorithms do not obtain the same solution in different executions, 
but in many cases they are faster than deterministic algorithms. The Ant Colony 
Optimization (ACO) algorithm builds a solution with each ant: it starts with an empty bin; 
next, each new bin is filled with “selected items” until no remaining item fits in it; finally, a 
“selected item” is chosen stochastically using mainly a pheromone trail (Ducatelle, 2001). In 
the Threshold Accepting (TA) algorithm, a new feasible solution is accepted if the difference 
with the previous solution is within a threshold temperature; the value of the temperature is 
decreased each time until a thermal equilibrium is reached (Pérez, 2002). 

5.1.2 Methodology 

The methodology proposed for performance characterization and its application to 
algorithm selection consists of three consecutive phases: Initial Training, Prediction and 
Training with Feedback. Figure 3 depicts these phases.  

In the Initial Training Phase, two internal processes build a past experience database: the 
Problem Characterization Process obtains statistical indices to measure the computational 
complexity of a problem instance and, the Algorithm characterization Process solves 
instances with the available algorithms to obtain performance indices. The Training Process 
finally builds a knowledge base using the Problem and Algorithms Database. This 
knowledge is represented through a learning model, which relates the algorithms 
performance and the problem characteristics. In the Prediction Phase, The relationship 
learned is used to predict the best algorithm for a new given instance. In the Training with 

www.intechopen.com



 
Algorithm Selection: From Meta-Learning to Hyper-Heuristics 

 

89 

Feedback phase, the new solved instances are incorporated into the characterization process 
for increasing the selection quality. The relationship learned in the knowledge base is 
improved with a new set of solved instances and is used again in the prediction phase. 

 
Fig. 3. Phases of the algorithm selection methodology 

Initial training phase 

The steps of this phase are shown in Figure 4 In step 1 (Characteristics Modeling) indices are 
derived for measuring the influence of problem characteristics on algorithm performance 
(see Equations 1 to 5). In step 2 (Statistical Sampling) a set of representative instances are 
generated with stratified sampling and a sample size derived from survey sampling. In step 
3 (Characteristics Measurement) the parameter values of each instance are transformed into 
indices. In step 4 (Instances Solution) instances are solved using a set of heuristic algorithms. 
In Step 5 (Clustering) groups are integrated in such a way that they are constituted by 
instances with similar characteristics, and for which an algorithm outperformed the others. 
Finally, in step 6 (Classification) the identified grouping is learned into formal classifiers. 

 
Fig. 4. Steps of the initial training phase 

We propose five indices to characterize the instances of BPP: 

Instance size p expresses a relationship between instance size and the maximum size solved, 
where, n is the number of items, maxn is the maximum size solved 
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n

p
maxn

   (1) 

a. Constrained capacity t expresses a relationship between the average item size and the bin 
size. The size of item i is si and the bin size is c. 
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b. Item dispersion d expresses the dispersion degree of the item size values. 
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c. Number of factors f expresses the proportion of items whose sizes are factors of the bin 
capacity. 
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d. Bin usage b expresses the proportion of the total size that can fit in a bin of capacity c. 
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Prediction phase 

The steps of this phase are shown in Figure 5. For a new instance, step 7 (Characteristics 
Measurement) calculates its characteristic values using indices. Step 8 uses the learned 
classifiers to determine, from the characteristics of the new instance, which group it 
belongs to. The algorithm associated to this group is the expected best algorithm for the 
instance.  

 
Fig. 5. Steps of the prediction phase 
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Training and FeedBack phase 

The steps of this phase are shown in Figure 6. The objective is to feedback the system in 
order to maintain it in a continuous training. For each new solved and characterized 
instance, step 9 (Instance Solution) obtains the real best algorithm. Afterwards, step 10 
(Patterns Verification) compares the result, if the prediction is wrong and the average 
accuracy is beyond an specified threshold, then the classifiers are rebuilt using the old and 
new dataset; otherwise the new instance is stored and the process ends.  

 
Fig. 6. Steps of the training with feedback phase 

5.1.3 Experimentation 

For test purposes 2,430 random instances of the Bin-Packing problem were generated, 
characterized and solved using the seven heuristic algorithms described in Section 5.1.1. 
Table 1 shows a small instance set, which were selected from the sample. 
 

Instance 
Problem characteristic indices Real best 

algorithms p b t f d 

E1i10.txt 0.078 0.427 0.029 0.000 0.003 FFD,TA 
E50i10.txt 0.556 0.003 0.679 0.048 0.199 BFD,ACO 
E147i10.txt 0.900 0.002 0.530 0.000 0.033 TA 

Table 1. Example of random intances with their characteristics and the best algorithms 

The K-means clustering method was used to create similar instance groups. Four groups 
were obtained; each group was associated with a similar instances set and an algorithm with 
the best performance for it. Three algorithms had poor performance and were outperformed 
by the other four algorithms. The Discriminant Analysis (DA) and C4.5 classification 
methods were used to build the algorithm selector. We use the machine learning methods 
available in SPSS version 11.5 and Weka 3.4.2, respectively. Afterwards, for validating the 
system, 1,369 standard instances were collected [Ross 2002]. In the selection of the best 
algorithm for all standard instances, the experimental results showed an accuracy of 76% 
with DA and 81% with C4.5. This accuracy was compared with a random selection from the 
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seven algorithms: 14.2%. For the instances of the remaining percentage (100-76%), the 
selected algorithms generate a solution close to the optimal. 

The selection system with feedback was implemented using a neural network, particularly 
the Self-Organizing Map (SOM) of Kohonen available in Matlab 7.0. The best results were 
obtained with only two problem characteristic indices (p,t) in a multi-network. The accuracy 
increased from 78.8% in 100 epochs up to 100% in 20,000 epochs. These percentages 
correspond to the network with initial-training and training-with-feedback, respectively. 
The SOM was gradually feedback with all the available instances. Using all indices (p,b,t,f,d) 
the SOM only reached 76.6% even with feedback. 

5.2 Selection of heuristics in a hyper-heuristic framework  

A hyper-heuristic is an automated methodology for selecting heuristics to solve hard 
computational search problems (Burke et al., 2009; Burke et al., 2010; Duarte et al., 2007). Its 
methodology is form by a high-level algorithm that, given a particular problem instance and 
a number of low-level heuristics or metaheuristic, can select and apply an appropriate low-
level heuristic or metaheuristic at each decision step. These procedures on their way to work 
raise the generality at which search strategy can operate. General scheme for design a hyper-
heuristic is shown in Figure 7.  
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Fig. 7. Hyper-heuristic Elements 

The first low-level algorithms build a solution incrementally; starting with an empty 
solution with the goal is to intelligently select the next construction heuristics or 
metaheuristic to gradually build a complete solution (Garrido, & Castro, 2009). 

5.2.1 Representative examples 

SQRP is the problem of locating information in a network based on a query formed by 
keywords. The goal of SQRP is to determine the shortest paths from a node that issues a 
query to nodes that can appropriately answer it (by providing the requested information). 
Each query traverses the network, moving from the initiating node to a neighboring node 
and then to a neighbor of a neighbor and so forth, until it locates the requested resource or 
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gives up in its absence. Due to its complexity (Michlmayr, 2007) solutions proposed to SQRP 
typically limit to special cases.  

Hyper-Heuristic_AdaNAS (HH_AdaNAS) is an adaptive metaheuristic algorithm, which 
resolves SQRP (Hernandez, 2010). This algorithm was created from AdaNAS (Gómez et al., 
2010). The high-level algorithm is formed by HH_AdaNAS, which use as solution algorithm 
AdaNAS, that is inspired by an ant colony and the set of low-level heuristics are included in 
the algorithm called HH_TTL. The goal of hyperheuristic HH_TTL is to define by itself in 
real time, the most adequate values for time to live (TTL) parameter during the execution of 
the algorithm. The main difference between AdaNAS and HH_AdaNAS are: 
when applying the modification of the TTL and the calculation of the amount of TTL to be 
allocated. In the Figure 8 we show HH_AdaNAS is form by AdaNAS + HH_TTL.  
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Fig. 8. HH_AdaNAS is form by AdaNAS + HH_TTL. 

Data structures of HH_AdaNAS 

HH_AdaNAS inherited some data structures of AdaNAS, as the pheromone table τ and the 
tables H, D and N. Besides the data structures of the high level metaheuristics, are the 
structures that help to select the low-level heuristic these are the pheromone table τhh and 
the table hiperheuristic visibility states η. All the tables stored heuristic information or 
gained experience in the past. The relationship of these structures is shown in Figure 9. 

When HH_AdaNAS searches for the next node, in the routing process of the query, is based 
on the pheromone table τ and tables D, N y H; these tables are intended to give information 
on distant D, H is a table that records the successes of past queries and number of 
documents N which are the closest nodes that can satisfy the query. In the same way, when 
HH_TTL chooses the following low level heuristic, through data structures τhh and η. The 
memory is composed of two data structures that store information of prior consultations. 
The first of these memories is the pheromone table τhh which has three dimensions, and the 
other memory structure is the table hiper-heuristic visibility states η, which allows the hiper-
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heuristic know in what state is SQRP. Is to say, if is necessary to add more TTL, because the 
amount of resources found are few and decreases the lifetime. 

τ
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Ant Colony Algorithm
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D N H

HH_TTL. Tables storage long learning, 
applied in selecting the next low-level
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applied in selecting the next neighbor. 

τhh η

 
Fig. 9. Storage structures of HH_AdaNAS. 

The pheromone table τ is divided into n two-dimensional tables, one corresponding to each 
node i of the network. These tables contain only entries for a node fixed i, therefore, its 
dimensions are at most |L|×|Γ (i)|, where L is the dictionary, which defines the keywords 
allowed for consultation and Γ (i) is the set of neighboring nodes of i. Each in turn contains a 
two-dimensional table |m|×|h|, where m is the states visibility set of the problem and h is 
the available heuristics set. The pheromone table is also called learning structure long. 

The visibility state table η expresses the weight of the relation between SQRP-states and 
TTL-heuristics and was inspired by the deterministic survival rule designed by Rivera 
(Rivera G. 2009). Table η is formed by the combination of |m|×|h|, where a visibility state 
mi is identified mainly by α, which depends on the node selected by AdaNAS to route the 
query SQRP. The variable α in Equation 6 contributes to ensure that the node selected by 
HH_AdaNAS, in the future, not decreases the performance of the algorithm. A TTL-
heuristic is intelligently selected according with the past performance given by its 
pheromone value, and its visibility value, given by an expert. The Figure 10 shows the 
visibility state table used in this work.  
 

 h1 h2 h3 h4 

m1 1 0.75 0.5 0.25 

m2 0.75 1 0.5 0.5 

m3 0.5 0.5 1 0.75 

m4 0.25 0.5 0.75 1 

Fig. 10. Visibility state table  

 =( i , j ,l i , j ,l xH / D ) / Z   (6) 
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Where Hi,j,l indicates the number of documents consistent with the query l, Di,j,l indicates the 
length of the route to obtain the documents, i represented the current node and j is the node 
chosen, and Zx is a measure of current performance. In this work the visibility states are: m1 
= (α > 1)&(TTL < D)&( TTL != 1), m2 = (α > 1)&(TTL < D)&( TTL = 1), m3 = (H = 0) ||(( α > 
1)&(TTL ≥ D))|| (( α ≤ 1)&(TTL = 1)) and m4 = ( α ≤ 1)&(TTL > 1). All the visibility states are 
calculated to identify which heuristic will be applied to TTL.  

5.2.2 Experimentation 

The experimental environment used during experiments, and the results obtained are 
presented in this section. Software: Microsoft Windows 7 Home Premium; Java programming 
language, Java Platform, JDK 1.6; and integrated development, Eclipse 3.4. Hardware: 
Computer equipment with processor Intel (R) Core (TM) i5 CPU M430 2.27 GHz and RAM 
memory of 4 GB. Instances: It has 90 different SQRP instances; each of them consists of three 
files that represent the topology, queries and repositories. The description of the features can 
be found in (Cruz et al. 2008). 

The average performance was studied by computing three performance measures of each 
100 queries: Average hops, defined as the average amount of links traveled by a Forward 
Ant until its death that is, reaching either the maximum amount of results required or 
running out of TTL. Average hits, defined as the average number of resources found by 
each Forward Ant until its death, and Average efficiency, defined as the average of 
resources found per traversed edge (hits/hops). The initial Configuration of HH_AdaNAS 
is shown in Table 2. The parameter values were based on values suggested of the literature 
as (Dorigo & Stützle, 2004; Michlmayr, 2007; Aguirre, 2008 and Rivera, 2009). 

In this section we show experimentally that HH_AdaNAS algorithm outperforms the 
AdaNAS algorithm. Also HH_AdaNAS outperforms NAS (Aguirre, 2008), SemAnt 
(Michlmayr, 2007) and random walk algorithms (Cruz et al., 2008), this was reported in 
(Gómez et al., 2010), so HH_AdaNAS algorithm is positioned as the best of them. 

 
Table 2. Shows the assignment of values for each HH_AdaNAS parameter. 

In this experiment, we compare the HH_AdaNAS and AdaNAS algorithms. The 
performance achieved is measured by the rate of found documents and the experiments 
were conducted under equal conditions, so each algorithm was run 30 times per instance 
and used the same configuration parameters for the two algorithms, which is described  
in Table 2. 
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The Figure 11 shows the average efficiency performed during a set of queries with 
HH_AdaNAS and AdaNAS algorithms; for the two algorithms the behavior is 
approximately the same. The algorithm HH_AdaNAS at the beginning the efficiency is 
around 2.38 hits per hop in the first 100 queries and the algorithm AdaNAS start 
approximately at 2.37 hits per query also in the top 100 queries. Analyzing at another 
example of the experiment, after processing the 11 000 queries at the end the efficiency 
increases around 3.31 hits per hop for the algorithm HH_AdaNAS and the algorithm 
AdaNAS at 3.21 hits per query. Finally, due to the result we conclude that HH_AdaNAS 
achieves a final improvement in performance of 28.09%, while AdaNAS reaches an 
improvement of 26.16%. 

 
Fig. 11. The average efficiency performed during 11,000 queries with two algorithms. 

6. Hybrid systems of metaheuristics: an approximate solution of ASP 

The majority of problems related with ASP have a high level of complexity, according to 
application domains. An alternative solution is the use of Hybrid Systems based on 
Heuristics and Metaheuristics. Algorithm selection has attracted the attention of some 
research in hybrid intelligent systems, for which many algorithms and large datasets are 
available. Hybrid Intelligent Systems seek to take advantage of the synergy between various 
intelligent techniques in solving real problems (Ludermir et al., 2011). 

6.1 Relation of meta-learning and hybridization 

Although some algorithms based on Hybrid Systems of Metaheuristics are better than 
others on average, there is rarely a best algorithm for a given problem according to the 
complexity and application domain related with the proposal solution. Instead, it is often 
the case that different algorithms perform well on different problem instances. This 
condition is most accentuated among algorithms for solving NP-Hard problems, because 
runtimes of these algorithms are often highly variable from instance to instance.  

When algorithms present high runtime variability, one is faced with the problem of 
deciding which algorithm to use. Rice called this the “algorithm selection problem” (Rice, 
1976). The algorithm selection has not received widespread attention. The most common 
approach to algorithm selection has been to measure the performance of different 
algorithms on a given instances set with certain distribution, and then select the algorithm 
with the lowest average runtime.  
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This “winner-take-all” approach has produced recent and important advances in algorithm 
design and refinement, but has caused the rejection of many algorithms that has an excellent 
performance on an specific cases, but result uncompetitive on average. The following two 
questions emerge from the literature (Leyton-Brown, 2003). How to perform an algorithm 
selection for a given instance? How to evaluate novel hybrid algorithms?  

a. Algorithms with high average running times can be combined to form a hybrid 
algorithm more robust and with low average running time when the algorithm inputs 
are sufficiently easy and uncorrelated. 

b. New hybrid algorithm design should find more robust solution and focus on problems 
on which a single algorithm performs poorly.  

c. A portfolio of algorithms can also be integrated through the use of hybrid algorithms 
because the solutions are considering more innovative.  

In previous section we use machine learning algorithms to automatically acquire knowledge 
for algorithm selection, leading to a reduced need for experts and a potential improvement 
of performance. In general, the algorithm selection problem can be treated via meta-learning 
approaches. The results of this approach can cause an important impact on hybridization. In 
order to clarify this point, is important to speculate about how the empirical results of meta-
learning can be analyzed from a theoretical perspective with different intentions: 

a. Confirm the sense of the selection rules 
b. Generate insights into algorithm behavior that can be used to refine the algorithms.  

The acquired knowledge is confirmed when the performance of the refined algorithms is 
evaluated. The knowledge can be used to integrate complementary strategies in a hybrid 
algorithm.  

6.2 Use of hybridization to solve ASP in social domains 

The principal advanced in the reduction of Complexity is related with the amalgam of 
different perspectives established on different techniques which to demonstrate their 
efficiency in different application domains with good results. 

Hybridization of Algorithms is one of the most adequate ways to try to improve and solve 
different ASP related with the optimization of time. Many applied ASP´s have an impact on 
social domains specially to solve dynamic and complex models related with human 
behavior. In (Araiza, 2011) is possible analyze with a Multiagents System the concept of 
“Social Isolation”, featuring this behavior on the time according with interchanges related 
with a minority and the associated health effects, when this occurs. 

In addition, is possible specify the deep and impact of a viral marketing campaign using a 
Social Model related with Online Social Networking. In (Azpeitia, 2011), an adequate ASP 
determines the way on the future of this campaign and permits analyze the track of this to 
understand their best features.  

6.3 Future trends on the resolution of ASP using a hybrid system of metaheuristics 

We expected that the future trends for solving ASP with hybridization will be based on 
models that tend to perform activities according to a selection framework and a dynamic 
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contextual area. The decision of the most appropriate actions requires advanced Artificial 
Intelligence Technique to satisfy a plethora of application domains in which interaction and 
conclusive results are needed. This only is possible with Intelligent Systems equipped with 
high processing speed, knowledge bases and an innovative model for designing 
experiments, something will happen in this decade. 

7. Conclusions  

Many real world problems belong to a special class of problems called NP-hard, which 
means that there are no known efficient algorithms to solve them exactly in the worst case. 
The specialized literature offers a variety of heuristic algorithms, which have shown 
satisfactory performance. However, despite the efforts of the scientific community in 
developing new strategies, to date, there is no an algorithm that is the best for all possible 
situations. The design of appropriate algorithms to specific conditions is often the best 
option. In consequence, several approaches have emerged to deal with the algorithm 
selection problem. We review hyper-heuristics and meta-learning; both related and 
promising approaches. 

Meta-learning, through machine learning methods like clustering and classification, is a 
well-established approach of selecting algorithms, particularity to solve hard optimization 
problems. Despite this, comparisons and evaluations of machine learning methods to build 
algorithm selector is not a common practice. We compared three machine learning 
techniques for algorithm selection on standard data sets. The experimental results revealed 
in general, a high performance with respect to a random algorithm selector, but low perform 
with respect to other classification tasks. We identified that the Self-Organising Neural 
Network is a promising method for selection; it could reaches 100% of accuracy when 
feedback was incorporated and the number of problem characteristics was the minimum. 

On the other hand, hyper-heuristics offers a general framework to design algorithms that 
ideally can select and generate heuristics adapted to a particular problem instance. We use 
this approach to automatically select, among basic-heuristics, the most promising to adjust a 
parameter control of an Ant Colony Optimization algorithm for routing messages. The 
adaptive parameter tuning with hyper-heuristics is a recent open research.  

In order to get a bigger picture of the algorithm performance we need to know them in 
depth. However, most of the algorithmic performance studies have focused exclusively on 
identifying sets of instances of different degrees of difficulty; in reducing the time needed 
to resolve these cases and reduce the solution errors; in many cases following the strategy 
"the -winner takes-all". Although these are important goals, most approaches have been 
quite particular. In that sense, statistical methods and machine learning will be an 
important element to build performance models for understanding the relationship 
between the characteristics of optimization problems, the search space that defines the 
behavior of algorithms that solve, and the final performance achieved by these 
algorithms. We envision that the knowledge gained, in addition to supporting the growth 
of the area, will be useful to automate the selection of algorithms and refine algorithms; 
hiper-heuristics, hybridization, and meta-learning go in the same direction and can 
complement each other. 
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Abstract. In this paper, we present the development of a Decision Support System 
(DSS) for the project portfolio selection problem, financed with public funds. The 
selection of the portfolio is a complex optimization problem with multiple 
subjective criteria, which are difficult to compare. The Decision Maker (DM) has 
to find a manageable and most preferred set among many non-dominated 
(efficient) solutions. There is a vast variety of techniques and software for multi-
criteria decision making. However, the portfolio selection is an area that requires 
more and better software. An interactive “Framework” is presented; it is designed 
to help the DM to select the best portfolio in a flexible way. The Framework is 
based on the classic decision process of Simon, the SMART method and a friendly 
man-machine interface. The SMART method was adapted to allow the DM the 
discovery of his preferences and to express them on the terms of the objective 
weights and budget constraints. The graphic user interface assist the DM through 
the visualization of the impact on the change of preferences and also on the 
projects within a reference portfolio, this way he can make a decision or adjust the 
necessary changes. 

1   Introduction 

This article addresses the development of a Decision Support System (DSS) for 
project portfolio selection to be financed by public funds (SPP, Social Portfolio 
Problem). Portfolio selection is a complex optimization problem involving 
conflicting, subjective criteria difficult to compare. 

According to Weistroffer [1], the general problem for the implementation of 
DSS for project selection is in its beginning and there are few studies on it. 
Weistroffer criticizes the current DSS and mentions that there is not a 
methodology that is best for all problems of project portfolios. 



378 L. Cruz-Reyes et al. 

By the above, in the present investigation a framework was developed that 
allows interaction of the decision maker (DM) with the decision process involved 
in selecting public portfolio. 

One of the main tasks of management in government organizations at all levels 
is to evaluate a set of social impact projects competing for financial support. With 
an amount to distribute less than the demand, the benefit to all competing projects 
cannot be granted. The decision on the allocation of resources is regularly held by 
a person who will make the decision whether or not resources goes to a particular 
project. 

Under certain restrictions determined by the orientation of public policies, 
quality portfolios projects just be formed which maximize the impact (with 
ideological connotations of the decision maker) of the chosen solution (see Fig.1). 
This is an big social problem that the cost of poor solutions is simply immense, 
but its complexity has prevented so far real progress to solve it. 

 

Fig. 1. Decision Maker 

Counting on a framework to guide them through an appropriate order of steps, 
applications and data conversions, large organizations that distribute public 
resources for public projects may choose, through a framework, projects that have 
a greater benefit to society and therefore optimize their resources. It is expected 
that the realization of this project will contribute to decision-makers to make 
proper use of public resources. 

This paper is organized in five parts, starting from the introduction. The second 
section reviews the general Portfolio Selection Problem that occur during the 
resources allocation. This problem involves differrent kinds of situation, wich 
requires different solution. For this reason, the third section describes three 
solution approaches, based on multi-criteria optimization, for the Social Portfolio 
Problem (SPP). Besides, it is well known that the decision maker (DM) has to find 
an acceptable (compromise) solution from among many efficient (non-dominated) 
solutions given by optimizers. Because the rational capacity of human being is 
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limited for this task, an interactive Decision Suport System (DSS) is imperaty to 
mainly identify the most preferred solution. Section 4 analyzes the literatura 
related with frameworks to develope DSS´s. Finally, Section 5 presents our 
framework proposed for SPP. 

2   Project Portfolio Selection 

A project can be defined as a complex effort, usually less than three years, 
consisting of interrelated tasks carried out by various organizations, with a clear 
objective, timetabled and a budget. A portfolio is a set of projects undertaken 
under the administration of an organization. These projects must compete for 
scarce resources, because usually the resources provided by the organization are 
not sufficient to carry out all proposed projects for the portfolio. The project 
portfolio selection is the activity of creating a portfolio from the proposed projects 
of the organization, which met in the best way with the objectives set by the 
organization, and not exceeding the amount of resources given or breaking other 
constraints given by managers.  

The portfolio selection process use assessment and evaluation techniques 
divided into three stages: 

 

• Strategic considerations. The techniques used at this early stage may help 
in determining a strategic approach to the overall distribution of the 
budget for the portfolio. 

• Individual assessment of projects. Techniques at this stage can be used 
for evaluating projects independently of the others.  

• Portfolio Selection. This last stage deals with the portfolio selection 
based on the parameters of candidate projects. For Example, the project 
synergy is important because the value of the portfolio is different from 
the sum of the values of the individual projects. 

 

Following this three-stage process, Archer [13] proposes a set of suggestions that 
specify the requirements that addresses each phase: 
 

Stategic Considerations Phase 

Strategic decisions relating to the portfolio approach and budget considerations 
must be made in a broader context that takes into consideration internal and 
external business factors before the portfolio is selected.   

A framework for selecting projects must be sufficiently flexible to allow 
interested parts to choose a way forward with specific techniques or 
methodologies which they are comfortable, to analyze relevant data and make 
decisions about the types of projects on hand. 

To simplify the portfolio selection process, it should be organized in a number 
of stages, allowing decision makers moving logically toward a comprehensive 
consideration of the projects most likely to be chosen based on theoretical models.  
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Users should not be overloaded with unneeded data, but should be able to 
access relevant information when needed. 

Project Evaluation Phase 

Common Measurements should be chosen that could be calculated separately for 
each project under consideration. These allow a fair comparison of the projects 
during the selection process. 

The current projects that have reached milestones should be re-evaluated while 
new projects are being considered for selection. This allows a combined portfolio 
to be generated without violating the resource constraints at regular intervals due 
to (a) compliance of the project or neglect, (b) new project proposals, (c) changes 
in strategic focus, and (e) changes in the environment. 

The filtering should be used, based on carefully specified criteria to eliminate 
projects to be considered before the portfolio selection process is carried out.  

Portfolio Selection Phase 

Interactions of projects (synergy) through direct dependencies or resource 
competition should be considered in selecting the portfolio.  

The selection of the portfolio must take into account the time-dependent nature 
of the resource consumption of projects. 

Decision makers must provide interactive mechanisms to control and cancel 
any portfolio generated by any algorithm or model, and also should receive 
feedback from the consequences of such changes. The project portfolio selection 
should be adaptive to environments for decision support groups. 

3   Social Portfolio Problems, SPP 

The selection of projects of a social portfolio, unlike the selection with other types 
of projects (Research and Development, Information System and Financial 
investment), requires a special treatment for the following reasons [2]: 

 

a) The quality of projects is usually described by multiple-criteria that are 
often in conflict. 

b) Often, the requirements are not known accurately. Many concepts have 
no mathematical support due their entire subjective nature.  

c) The heterogeneity among potential projects in a portfolio, making it 
difficult to compare. 

d) Information provided by the DM, is not strong so it can be called 
incomplete preference information. 

e) The impact on social prosperity, which is the most important concept of 
the problem of public project portfolio, is a variable of subjective nature 
and usually takes very long term to achieve the expected benefit, depends 
on the DM put a value on this variable for each project. 
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The above points are characteristic of public projects such as projects focused to 
education, health, public transport and general prosperity. To our knowledge, there 
are only two scientific approaches concerning this type of project portfolio [2]: 

 

1) The most used is the cost-benefit analysis. Some statistical techniques 
can reduce the number of variables of a project to easily represent a 
monetary value. 

2) Using multi-criteria analysis to explore the preferences of the DM as 
well as manage the inherent complexity of DM. Multi-criteria analysis 
is a good alternative to overcome the limitations of cost-benefit 
analysis, since it can handle ambiguous and intangible preferences and 
conditions of veto. Multi-criteria analysis provides techniques for 
selecting the best project or a small set of best projects that are 
equivalent, classifying the projects into several categories according to 
predefined preferences or priorities given by the DM.  

3.1   Multi-criteria Solution Approaches 

Using multi-criteria analysis, the decision on which projects should receive 
funding, may be based on the best individual projects or based on the best 
portfolio on the set of all feasible portfolios. For the problem of public portfolio is 
insufficient to compare projects with each other, as this does not guarantee that all 
the best projects is the best portfolio. 

For example, under the scenario of portfolio selection, it is possible to reject a 
good project (in terms of social impact), because it requires an excessive financing 
that might conflict with the preferences of a decision maker who wants to 
encourage more projects. 

The preferences of the decision maker, to form a portfolio, can be modeled from 
different perspectives, using different approaches to reach the goal. These 
approaches depend on who the decision maker is (A single person or a 
heterogeneous group), and how much effort the DM is willing to invest in finding 
the solution to the problem. This work considers the information about the impact of 
projects; their quality can be obtained from the DM using three different approaches 
to solving this problem, two of them are described in the following sections. 

Value Function 

Given a set of premises (insufficient funds, projects that meet minimum 
requirements of acceptability, ethical conduct, etc.), it is possible to create a value 
model for portfolios from the perspective of the main decision maker (SDM, 
Supra Decision Maker). The set of premises to consider might be based on the 
following assumptions [9]: 

 

a) Each project and each portfolio has a subjective value for the SDM, even 
if the initial value can not be quantified. 

b) The SDM have a consistent system of preferences or has aspirations to 
build it.  
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c) The SDM want to invest a considerable amount of mental effort in order 
to define the consistent set of preferences and produce the value model. 

Priority Ranking 

Flerida develops a model for the composition of socially oriented portfolios [14]. 
Information concerning the quality of the projects is in a priority (ranking) of 
projects, which can be obtained by a suitable application of an adequate multi-
criteria method, but the ranking does not take a proper assessment of social impact. 

The model provides a preference relation on the portfolio positions in the 
ranking of projects, project costs and the rejection of the DM toward costly 
projects. A better portfolio is mainly found through multi-objective optimization 
respect to the violations of preset preferences of the decision maker and the 
cardinalities of competing portfolios. 

An example of this approach is the division of the ranking in five categories 
labeled as Vanguard, Medium-High, Medium, Medium-low and Rear. With this 
characterization four preference relations are built according to the ranking: 
absolute preference, strict preference, weak preference and indifference. 

It is necessary to compare the quality of the portfolios to find the best. The best 
portfolio is defined not only by the quality of the projects but also by the number of 
projects it contains. Some discrepancies may be acceptable between the information 
given by the ranking and the decisions concerning the approval of some projects, 
provided that this increase in the number of projects in the portfolio. However, this 
inclusion should be controlled because the admission of unnecessary discrepancies 
when comparing portfolios is equivalent to underestimate the ranking information. 
The model of Flerida considers 3 objectives: 

 

1) Number of strong discrepancies (Ds) 
2) Number of weak discrepancies (Dw) 
3) Portfolio cardinality (nc) 

 

The portfolio to be elected should be the best solution to the multiobjective 
problem: 

      Minimize (Ds, Dw) 
 
                                                     Maximize (nc)     (1) 
 

C ∈ RF 
 

Where C denotes portfolios and RF is the feasible region according to budgetary 
constraints.  

4   Frameworks for the Development of Decision Support 
Systems 

In the work presented by Jichang Dong, et al. [3], a framework for portfolio 
selection is proposed, which is adaptable to the needs of financial organizations 
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and individual investors. It focuses on the implementation of a web-based 
framework, adopting technologies such as online analytical processing, as an 
additional tool for analysis, as well as the parallel use of a virtual machine to 
improve overall performance. This framework, however, leaves many problems 
unresolved, like the problems of transaction costs, multi periods and incomplete 
information. On the other hand, it does not use many of the existing 
methodologies and models because they are too complex and require lots of input 
data. 

RPM is a methodology for decision support to analyze portfolio problems with 
multiple criteria [4]. The RPM framework extends the use of preferential 
programming methods in the portfolio problem. RPM is based on the calculation 
of the set of non-dominated portfolios accord to the incomplete information. It 
includes performance measures that help to analyze the attractiveness, robustness 
of portfolios and individual project proposals. According to the authors, this 
approach provides a systematic and transparent framework for decision support 
that may have a valuable contribution in the selection of project portfolio, 
especially when the number of proposals is high. In summary the RPM approach 
provides: 

• A scoring model applicable to the evaluation of the projects. 
• Proactive Analysis of uncertainty parameters (robustness). 
• Identification of projects to be unquestionably included or excluded.  
• Analysis and negotiation of projects on the border. 
• Transparency of individual projects through performance measures. 
•  Tentative/split Conclusions at any stage of the selection process. 
• A variety of functions to plot interactively the decision support. 

In the research done by Castro [6], it is designed an extensible framework that 
serves to adjust algorithms for exploration and optimization of the space of the 
project portfolio of R & D in public organizations by implementing a factorial 
experiment. The framework can also be used for adjusting parameters in 
optimization methods for the project portfolio of R & D in public organizations.  

The implementation of the framework is incomplete without logbook functions 
and data recovery; there is no possibility to compare different methods for 
portfolio optimization.  

The framework was designed following a three-tier architecture design 
paradigm: the Model-View-Controller. The functions are grouped into packages 
seeking a balance between the internal cohesion of each packet and the coupling 
with the rest of the packets. 

Among the most representative researchers are Dong [3] and Liesio [4]. Table 1 
shows these and others. The analysis of related work reveals that the activities that 
have been less addressed can be seen in column 5 and column 7, they are related 
with the generation of a reference portfolio and the architecture design, 
respectivately. This paper proposes a DSS that cover all the analyzed stages of the 
decision-making through a comprehensive architectural design. 
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Table 1. Comparative table of frameworks for decision support systems 

- 

Project Capture 
Interaction 

with the DM 

Reference 

Portfolio 

Generation 

Architechture 

Data Preferences Conceptual Physical 

Dong, et. 
al [3] 

✓ ✓ ✓ - ✓ - 

Castro  
[6] 

✓ - - - - ✓ 

Liesio  
[4] 

✓ ✓ ✓ - ✓ - 

Lourenco
[7] 

✓ - ✓ - - - 

Yeh, et. 
al. [8] 

- ✓ ✓ - ✓ - 

Este 
trabajo 

✓ ✓ ✓ ✓ ✓ ✓ 

5   Framework Proposal 

We designed an interactive DSS to assist the DM to select the best portfolio in a 
flexible manner. The core of the DSS is a Framework, which includes the SMART 
method and a friendly man-machine interface with the next characteristics: 

 

1) The SMART method was adapted to allow the DM the discovery of their 
preferences and to express them in terms of weights of the objectives and 
budget constraints. 

2) The Framework is based on the classical process of decision making by 
Simon [9], and the model-view-controller paradigm. 

3) The graphical interface assists the DM by visualizing the effects of 
changes in their preferences and projects on a reference portfolio, so a 
decision can be made.  
 

5.1   SMART Method for Preferences Elicitation 

To obtain the preferences, the SMART (Simple Multi Attribute Rating Technique) 
[10] method was adapted; at each stage the DM is involved with the required 
information: 

 

1) Identify the alternatives and relevant attributes for the problem and for 
each attribute assign a value to each alternative. These values form a 
descending order of preference. 

2) For each attribute determine the associated absolute weight expressed as 
a percentage of preference and according to the established order. 

3) For each alternative distribute the absolute weight associated with the 
evaluated attribute according to their preferences. 
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4) Calculate the relative weights of each alternative with its attribute, based 
on the percentages given. 

5) Perform sensitivity analysis to check the consistency of preferences; this 
implies repeating the process until the DM requires it. 

5.2   Model-View-Controller 

The MVC (Model-View-Controller), see Figure 2, allows us to separate the 
control logic (what needs to be done but not how), business logic (how things are 
done) and the presentation logic (how to interact with the user). MVC is 
recommended for design interactive web applications [11]. Using this type of 
pattern is possible to achieve higher quality, an easier maintenance and extension. 
One of the most important things that allow the use of this pattern is to normalize 
and standardize the software development. 

The architecture of the DSS framework was design by the Model-View-
Controller pattern with the next general functions:  

 

• In the view layer, the user interface is developed. 
• In the controller layer, the problem of portfolio selection of social 

projects is solved. 
• In the Model layer, there are the protocols for: data import, incorporation 

of obtaining methods and incorporation of optimizers. Also this layer 
includes two entities: database and libraries. 

 

Fig. 2. MVC pattern for SPP 

5.3   Decision Making Process Based on Simon 

Another perspective of the architecture of the framework was design following the 
traditional process of decision making of Simon: Intelligence, Design and Selection, 
as shown in Figure 3. The interaction with the DM is detailed in Figure 4. 
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Fig. 3. Decision making process for SPP 

 

Fig. 4. Interaction with the DM 

5.4   Architecture 

The architecture shown in Figure 5 is the result of the integration of three 
conceptual independent designs: model-view-controller (MVC in Figure 2), 
decision making processs (DMP in Figure 3) and user interaction (Figure 4).  The 
modules with solid lines were implemented with simple stategies to show the 
feasibility of the proposed method for preference elicitation. The dotted lines 
represent what was left out for future work.  
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The description of the final architecture follows the DMP phases (intelligence, 
design and election), for each phase the three layers of MVC are explained. 
Because in the social portfolio selection users can participate in all processes, 
restricting their tasks, we decided not to make a roles distinction in this 
architecture and include it as an access control scheme. 

Intelligence 

The intelligence phase within the view layer, involve the data capture of the 
instance, the project evaluation capture, the capture of preferences. All of these are 
within the Intelligence since they involve an in depth preliminary analysis. 

In the controller layer, there are the goals, scales, projects and project 
evaluation breakdown of preferences methods, each of these in this layer 
undergoes a consistency and coherence checker. 

In the model layer is the protocol for data import, so that data can be processed, 
these should preferably be in the same format, and the protocol to incorporate 
techniques of project evaluation and preference disaggregation. 

Design 

Here we find the capture of expected portfolios provided by the DM. It will be a 
reference profile of alternatives and used for the comparison of portfolios, all in 
the view layer, due this is what the end user see. The DM forms his reference 
portfolios and has the possibility to compare these portfolios against generated by 
optimizers, recommenders and benchmark portfolios. 

In the controller layer, we have the methods of obtaining preferences and 
portfolio evaluation; here also all of of these undergoes a consistency and 
coherence checker. 

In the Model layer, we need protocols for the incorporation of new methods to 
get the decision maker's preferences by elicitation and methods for the portfolio 
evaluation 

Election 

In the view layer, we have the visual representation of the recommendation, it 
represents visually the portfolios for the user and the projects that are in the 
portfolio, and it presents the information in a visual and friendly manner. 

In the controller layer, we Optimization Manager, which is where the optimizers 
developed by the network, in the future it is planned that in this part the algorithms 
for different approaches to the public portfolio problem will be stored. The 
architecture provides the existence of three approaches for solution (function value, 
rank, Fuzzy Preference Relation), which help the DM depending on the amount of 
effort willing to contribute. Also, here is also the recommendation manager. 

The Model layer have the protocol for the incorporation of portfolio optimizers 
and the protocol to incorporate recommenders. The latter is necesarry to overcome 
the limited rational capacity of the DM to deal with a big set of optimized 
portolios. 
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5.5   User Interface 

The Figures 6 and 7 correspond to two screens showing a part of the interaction of the 
DM with the DSS. The first shows the result of applying the SMART method to 
generate two reference portfolios. In the second, the user can choose the final portfolio 
looking at the impact of the portfolios, which are differentiated by colored bubbles. 

 

Fig. 6. Weights Editing 

 

Fig. 7. Presentation of the recommendation 
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6   Conclusions and Future Work 

A DSS was developed for the portfolio selection problem of social projects with 
the following contributions: 
 

a) A Framework based on MVC that involves the entire decision making 
process (Intelligence, Design, Election) and its interaction with the DM. 

b) A simple method for obtaining preferences of a single DM. 
c) A simple and intuitive interface, which facilitates the obtaining of DM 

preferences, without so many complications, and visually displays the 
effects of changes in their preferences. 

 

The proposed solution helps to solve some issues involved with the interaction of 
a single DM whose preferences are difficult to obtain. Because in the subjective 
world, the opinions vary widely and consensus between DM´s and the 
organization is hard to find, we need a new robust method that consider all this 
interactions. Besides, as a future work an evaluation in terms of usability is 
considered. 

Other recommendations of future work are: 
 

• Design and implement of the DSS with multiple views, either for each 
type of user, the available time of the DM,  and the access control 
scheme. 

• Develop protocols to have and extensible DSS, that can be easily 
upgraded with new methods. 

• Complement the DSS with different solution approaches to the problem 
of social project portfolio, as well as the group decision support for these 
approaches. 
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1. Introduction 

This chapter proposal explains the importance of adequate diverses application domains in 

different aspects in a wide variety of activities of our daily life. We focus our analysis to 

different activities that use social richness data, analyzing societies to improve diverse 

situational activities based on a decision support systems under uncertaainty. To this end, 

we performed surveys to gathering information about salient aspects of modernization and 

combined them using social data mining techniques to profile a number of behavioural 

patterns and choices that describe social networking behaviours in these societies.  

We will define the terms “Data Mining” and “Decision Support System” as well as their 

contrast and roles in modern societies. Then we will describe innovative models that 

captures salient variables of modernization, and how these variables give raise to 

intervening aspects that end up shaping behavioural patterns in social aspects. We will 

describe the data mining methodologies we used to extract these variables in each one of 

these diverse application domains including the analysis of diverse surveys conducted in 

diverse societies, and provide a comparative analysis of the results in light of the proposed 

innovative social model.  

On the rest proposed chapter, we will describe how our model can be extended to provide a 

means for identifying potential social public politics. More particularly, we make allusion to 

behavioural pattern recognition mechanisms that would identify the importance of use 

techniques from Data Mining. We will close with concluding remarks and extended 

discussions of our approach and will provide general guidelines for future work in the area 
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of application of Data Mining in diverse application domains, including further analysis on 

how those public politics organize and operate in social rings, and how they use technology 

to that end. While our main focus will be on pure social networks such as Facebook. Our 

literature review will include cases of implementation of correct public politics, and some 

issues, challenges, opportunities, and trends about this diverses social problems. 

The proposal of this chapter is to explain the importance of use Social Data Mining in a wide 

variety of activities in our daily life, many of these activities, which are online and involve 

many social networkings using in many ways using Media Richness. Social Data Mining 

techniques will be useful for answering diverse queries after gathering general information 

about this given topic. This kind of behaviors will be characterized by take a real 

implementation of a correct solution, each one of these taking diverse models or multi 

agents systems for adequate this behavior to obtain information to take decisions that try to 

improve aspects very important of their lifes organized in different application and fields of 

knowledge. 

First, in section 1 of this Social Data Mining techniques will be useful for answering diverse 

questions after gathering general information about the given topic. This type of behaviors 

will be characterized by a real application of a correct solution, each one of these taking 

diverse models or multi agents systems. This is for adequate this behavior to have 

information and make decisions that try to improve aspects very important of their lifes 

organized in different application and fields of knowledge. 

First, in section 1 of this chapter explain the concept of Social Data Mining and as this 

behavior affect in different way to people in differnet aspects in societies´ people –Viral 

Marketing to determine boughts on inmobilarie sector–. In other sections we explain the 

way to generate a correct analysis In correspondent sections we explain the way to make a 

correct analysis of diferent activities of daily life as in Electrical Industry (section 2), 

Classification of Images and its analysis which explain the effects in their analysis including 

Medical advances (section 3), a comparative analysis using people profile according to 

describe a possible social benefits in diverse applications domains (section 4). In section 5 we 

explain the results obtained in e-commerce data mining and emergent kind of techniques 

which resolve and propose specific kind of marketing according at life style of consumers, 

and in the section 6 are try to describe the use of Data Mining to Mobile Ad Hoc Networks 

Security which will be used to determine the possible changes on our modern society. In 

section 7 we described another specfic applications domains as: organizational models, 

organizational climate, zoo applications to classify more vulnerable species or identify the 

adequate kind of avatars on a roll multigame players and finally our conclusions about the 

future of Data Mining in diverses uses to different activities of our daily life. 

2. Data mining and their use on viral marketing 

The use of traditional media like radio, television and newspaper, has been replaced by new 

digital media like social networks Facebook and Twitter. According to (Salaverría, 2009) the 

increase of broadband users, both on mobile devices, home and workplace, has raised the 
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replacement of traditional media by digital media. Likewise, mentions that these new tools 

allow the user to interact with the issuer, thanks to several factors that facilitate interaction 

such as, frequency of updates, including multimedia such as videos and photographs, 

among others. 

On the other hand, (Orihuela, 2002) mentions that existing Internet interactivity has been 

subverting the paradigms within communication processes in mass media. As (Salaverría, 

2009), mentions the ability of interactivity, customization and upgrade, as central in 

replacing traditional media to digital (Figure 1). 

 

Figure 1. Interaction between users of social networks. 

In their study, (Orihuela, 2002), concludes that the public announcement raised in the new 

digital media is sufficient justification to redefine the requirements in the media, the 

procedures and content of information, all within trends changing as a result of network 

usage. 

Due to the above, the social networks like Facebook, are an important tool in the marketing 

strategy of companies. Its low cost (sometimes zero) helps not only in communicating the 

customer value, but also improves the customer-consumer relationships. According to 

(Orihuela, 2002), social networks like Facebook sometimes take characteristics of traditional 

media, however, incorporate a higher level of interaction. 

2.1. Corporate use of social networks 

After analyzing the above, we can say that the use of social networks helps greatly reducing 

advertising costs and implementation of new marketing strategies. But even if there are 

different tools to monitor and observe the behavior of users, there is little research evidence 

that reveals different patterns of consumption, transmission of messages or lack of them, 

and observes the behavior of these consumers on trademarks and their experiences with 

them within the social networks like Facebook. 

According to (Salaverría, 2009) the online advertising industry grew by 800 percent from 

2004 to 2009 demonstrating a steady development in which social networks and contextual 
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advertising play an important role in the marketing or advertising on social networks, 

without But there is no scientific evidence on the behavior of users in such networks and the 

dissemination of messages received and sent within these networks and what encourages 

you to do or not. 

(Sandoval et al., 2010) mentions that social networks have changed the human relations 

approach and have potentiating its most important feature: Easy to find and develop 

relationships with other members with similar interests. Similarly mention that social 

networking services have proliferated targeting people in specific regions or some similar 

interests as, ethnic, religious, sexual and political (Figure 5). Thus, the fact of having a 

community segment showing a potential interest in a particular company or product, is 

useful when performing a specific marketing strategy. In addition to marketing strategies, 

companies can use such networks in the recruitment, internal communication and 

interaction with consumers. 

 

Figure 2. Nested groups of similar interests. 

2.2. Research objectives 

Having analyzed the use of social networks in business, the importance of the restaurant 

industry in Mexico and specifically the problem of insecurity in Juarez, perform the 

following research questions: 

 What specific objectives seek restaurant sector companies to use social networks? 

 What digital social network use most frequently? 

 What percentage of these companies has replaced the traditional media advertising 

advertising on social networks? 

 What marketing strategies used in online social networks? 

 What correlation is there between; use of social networks and increased sales? 

 When beginning their presence within social networks? 

 How many users is made up your network? 

 How often publish information within social networks? 

 What correlation exists between the periodicity of the publications and the time spent in 

the network, with the number of users in the network? 
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2.3. Methodology 

The conclusive results of this research were obtained through an exploratory study of the 

use of social networks in companies in the restaurant industry in Juarez and factorial 

designs were performed to find some correlations between different variables. 

First we made a query of the restaurant industry to recognize his presence in Mexico and in 

the locality. This was done through the National Chamber of the Restaurant Industry and 

Seasoned Foods (CANIRAC) and National Chamber of Commerce (CANACO) found in the 

locality. 

From the list of registered companies in the industry by these cameras restaurateur, was 

searched to select those that were present within the digital social networks, regardless of 

upgrade or number of users connected to their groups. Were interviewed and application of 

survey of 20 companies with the largest number of users within your network, to meet their 

business openly in online social networks, specifically Facebook. Took place through a 

careful study of social networks to find that participation in that network have to know the 

frequency and topics of their publications, as well as general information of relevance to 

publish within their Facebook page. He knew the date they started their activities in the 

network. 

Once the information was held after his capture to be analyzed in statistical software to find 

relevant values.  

3. Competitive learning for self organizing maps used in classification of 

partial discharge 

Competitive learning is an efficient tool for Self Organizing Maps, widely applied in variety 

of signal processing problems such as classification, data compression, in anothers. With the 

huge volumes of data being generated from the different systems everyday, what makes a 

system intelligent is its ability to analyze the data for efficient decision-making based on 

known or new cluster discovery. The partial discharge (PD) is a common phenomenon 

which occurs in insulation of high voltage, this definition is given in [1]. In general, the 

partial discharges are in consequence of local stress in the insulation or on the surface of 

the insulation. We evaluate the performance of algorithms in which competitive learning is 

applied of partial discharge dataset, quantization error, topological error and time in 

seconds per training epoch. The result from classification of PD shows that Winner-takes-all 

(WTA) has better performance than Frequency Sensitive Competitive Learning (FSCL) and 

Rival Penalized Competitive Learning (RPCL). The first approach in a diagnosis is selecting the 

different features to classify measured PD activities into underlying insulation defects or 

source that generate PD’s (Figure 3).  

The phase resolved analysis investigates the PD pattern in relation to the variable frequency 

AC cycle (Cheng et al., 2008). The voltage phase angle is divided into small equal windows. 

The analysis aims to calculate the integrated parameters for each phase window and to plot 

them against the phase position ().  
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Figure 3. Example of damage in polymeric power cable from the PD in a cavity to breakdown. 

 (qm −) : the peak discharge magnitude for each phase window plotted against , where 

qm is peak discharge magnitude.  

3.1. Self organizing map 

The Self Organizing Map developed by Kohonen, is the most popular neural network 

models (Kohonen, T., 2006 & Rubio-Sánchez, M., 2004). The SOM is a neural network model 

that implements a characteristics non-linear mapping from the high-dimensional space of 

input signal onto a typically 2-dimensional grid of neurons. The SOM is a two-layer neural 

network that consists of an input layer in a line and an output layer constructed of neurons 

in a two-dimensional grid. 

 

Figure 4. The component interaction between SOM. 

PD measurements for power cables are generated and recorded through laboratory tests. 

Corona was produced with a point to hemisphere configuration: needle at high voltage and 
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hemispherical cup at ground. Surface discharge XLPE cable with no stress relief termination 

applied to the two ends. High voltage was applied to the cable inner conductor and the 

cable sheath was grounded, this produces discharges along the outer insulation surface at 

the cable ends. Internal discharge was used a power cable with a fault due to electrical 

treeing. Were considered the pattern characteristic of univariate phase-resolved 

distributions as inputs, the magnitude of PD is the most important input as it shows the 

level of danger, for this reason the input in the SOM the raw data is the peak discharge 

magnitude for each phase window plotted against (qm − ). Figure 2 shows the conceptual 

diagram training. In the cases analyzed, the original dataset is 1 million of items, was used a 

neurons array of 1010 cells to extract features. As it is well known, in fact, a too small 

number of neurons per class could be not sufficient to represent the variability of the 

samples to be classified, while a too large number in general makes the net too much 

specialized on the samples belonging to the training set and consequently reduces its 

generalization capability. Moreover a too large number of neuron per class implies a long 

training time and a possible underutilization of some of the neural units. PD patterns 

recognition and classification require an understanding of the traits commonly associated 

with the different source and relationship between observed PD activity and responsible 

defect sources. This paper shows the performance of SOM using different competitive 

learning algorithms to classify measured PD activities into underlying insulation defects or 

source that generate PD’s, its showed that WTA is the better algorithm with less error and 

training time, but its overall performance are not always satisfactory, being alternative in 

accord at the performance FSCL or RPCL algorithms.  

4. Classification of images using Naive Bayes and J48 

This research work’s approach is related to artificial vision due to extraction from 

information contained in images (human faces) by using methods to obtain RGB coloration 

and statistic values. Extraction takes place by performing several tests of image splitting into 

different sizes, later classifying sets of instances with data mining techniques, and analyzing 

classification results to determine which of the algorithms is the best for this particular case.  

Knowledge database contains 100 images built from 20 people and 5 pictures each. Mean 

and standard deviation were employed as statistic values, which are also used as attributes 

of the instances classified by Naïve Bayes and WEKA J48. It is important to mention that no 

pixel is disregarded to obtain instances, both of the pixel groups the ones inside face and 

outside of it are considered. Impact of splitting images into parts. 

Table 1 shows that splitting images into both 16 and 64 obtain the same amount of correctly 

classified instances except with NaiveBayes classifier under cross validation where splitting 

into 16 obtains 3% better of correctly classified instances, partial conclusion from this table is 

splitting images into both 16 and 64 is better than splitting them into 4 and no splitting them.  

Table 2 shows both Naïve Bayes and J48 under use training test option obtain 100 % of 

correctly classified instances from splitting images into 4 parts which reveals splitting 

images helps for classification process.  
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 Parts 

Classifier Test options 1 4 16 64 

NaiveBayes use training set 94% 100% 100% 100% 

J48 use training set 97% 100% 100% 100% 

NaiveBayes cross validation folds 10 85% 90% 97% 94% 

J48 cross validation folds 10 71% 86% 85% 85% 

NaiveBayes percentage split 66% 76.4706% 70.5882% 88.2353% 88.2353% 

J48 percentage split 66% 64.7059% 55.8824% 64.7059% 64.7059% 

Table 1. Results of splitting images into parts including all attributes.  

 

 Parts 

Classifier Test options 1 4 16 64 

NaiveBayes use training set 90% 100% 100% 100% 

J48 use training set 92% 100% 100% 100% 

NaiveBayes cross validation folds 10 72% 93% 97% 96% 

J48 cross validation folds 10 69% 83% 84% 89% 

NaiveBayes percentage split 66% 58.8235% 88.2353% 94.1176% 94.1176% 

J48 percentage split 66% 61.7647% 70.5882% 73.5294% 76.4706% 

Table 2. Results of splitting images into parts including best 30% attributes. 

4.1. Impact of attribute selection 

Table 3 shows that for any test option, both classifiers obtain greater amount of correctly 

classified instances considering all of the attributes which are 6. 

Table 4 shows that both classifiers obtain 100% of correctly classified instances under use 

training set test option. Under cross validation Naïve Bayes classifies 3% better selecting 8 

attributes and J48 classifies 3% considering all of the attributes. Finally under percentage 

split both classifiers perform better selecting 8 attributes. 

 

 
6 attributes 2 attributes 

Classifier Test options 

NaiveBayes use training set 94% 90% 

J48 use training set 97% 92% 

NaiveBayes cross validation folds 10 85% 72% 

J48 cross validation folds 10 71% 69% 

NaiveBayes percentage split 66% 76.4706% 58.8235% 

J48 percentage split 66% 64.7059% 61.7647% 

Table 3. Results of attribute selection without splitting images. 
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24 attributes 8 attributes 

Classifier Test options 

NaiveBayes use training set 100% 100% 

J48 use training set 100% 100% 

NaiveBayes cross validation folds 10 90% 93% 

J48 cross validation folds 10 86% 83% 

NaiveBayes percentage split 66% 70.5882% 88.2353% 

J48 percentage split 66% 55.8824% 70.5882% 

Table 4. Results of attribute selection splitting images into 4 parts. 

Table 5 also shows a 100% of correctly classified instances for both classifiers under use 

training set test option. Under cross validation , Naïve Bayes classifies equal amount of 

correctly classified instances selecting 29 attributes as selecting all of them, similar situation 

occurred with J48 with 1% greater for selecting all of the attributes. Finally, under 

percentage split both of the classifiers perform better selecting 29 attributes. 

 

 
96 attributes 29 attributes 

Classifier Test options 

NaiveBayes use training set 100% 100% 

J48 use training set 100% 100% 

NaiveBayes cross validation folds 10 97% 97% 

J48 cross validation folds 10 85% 84% 

NaiveBayes percentage split 66% 88.2353% 94.1176% 

J48 percentage split 66% 64.7059% 73.5294% 

Table 5. Results of attribute selection splitting images into 16 parts. 

Table 6 shows once again a 100 % of correctly classified instances under use training set test 

option for both cases of attribute selection. Under cross validation and percentage split both 

of the classifiers perform better selecting 116 attributes. 

 

 
384 attributes 116 attributes 

Classifier Test options 

NaiveBayes use training set 100% 100% 

J48 use training set 100% 100% 

NaiveBayes cross validation folds 10 94% 96% 

J48 cross validation folds 10 85% 89% 

NaiveBayes percentage split 66% 88.2353% 94.1176% 

J48 percentage split 66% 64.7059% 76.4706% 

Table 6. Results of attribute selection splitting images into 64 parts. 
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4.2. Analysis of classifiers effectiveness based on test options 

Table 7 shows that J48 performs better than Naïve Bayes without splitting images but not in 

a significant way. Considering any other splitting image scheme or attribute selection show 

a 100 % of correctly classified instances. 

 

 Classifiers 

Attributes Parts NaiveBayes J48 

All of them 1 94% 97% 

30% 1 90% 92% 

All of them 4 100% 100% 

30% 4 100% 100% 

All of them 16 100% 100% 

30% 16 100% 100% 

All of them 64 100% 100% 

30% 64 100% 100% 

Table 7. Results of classifiers effectiveness under use training set. 

Table 8 shows Naive Bayes performs better than J48 for any splitting image scheme and 

attribute selection. 

 

 Classifiers 

Attributes Parts NaiveBayes J48 

All of them 1 85% 71% 

30% 1 72% 69% 

All of them 4 90% 86% 

30% 4 93% 83% 

All of them 16 97% 85% 

30% 16 97% 84% 

All of them 64 94% 85% 

30% 64 96% 89% 

Table 8. Results of classifiers effectiveness under cross validation. 

Table 9 shows Naïve Bayes performs better than J48 except for selecting best 30% attributes 

without splitting images. Experiments of splitting images into parts allow concluding that 

splitting images into 16 parts is enough for satisfactory classification. Statement from 

previous paragraph can be asserted due to results in Table 1 show splitting images into 64 

parts obtains equal amount of correctly classified instances as performing such split into 16 

parts, Table 1 even shows a reduction of 3% in correctly classified instances for NaiveBayes 

classifier under cross validation. Next stage of experiment consisted on selecting best 30% 
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attributes, which reveals Naïve Bayes generates greater amount of correctly classified 

instances from splitting images into 16 parts, J48 obtains 5% better in 64 parts under cross 

validation and 2.9412% in 64 parts under percentage split. Due to improvement for 64 parts 

is not significant, it is concluded splitting into 16 parts is enough. Experiments of attribute 

selection allow concluding that selecting best 30% is enough. This can be validated from 

both table 1 and table 2 which show that splitting images into 64, 16, and 4 parts selecting 

best 30% obtains greater amount of correctly classified instances than considering all 

attributes. J48 throws 1% better for splitting into 16 parts and 3% better into 64 parts with all 

attributes, but this is disregarded due to it is not significant. Experiments analyzing 

effectiveness of classifiers allow to conclude Naïve Bayes performs better due to it obtains 

greater amount of correctly classified instances under most splitting images case and test 

option except for use training set test option and no splitting images. 

 

 Classifiers 

Attributes Parts NaiveBayes J48 

All of them 1 76.4706% 64.7059% 

30% 1 58.8235% 61.6747% 

All of them 4 70.8552% 55.8824% 

30% 4 88.2353% 70.5882% 

All of them 16 88.2353% 64.7059% 

30% 16 94.1176% 73.5294% 

All of them 64 88.2353% 64.7059% 

30% 64 94.1176% 76.4706% 

Table 9. Results of classifiers effectiveness under percentage split. 

4.3. Medical visualization in data mining 

A field that is becoming a rich area for the application of data mining is that of medical 

imaging. The tremendous advance in imaging technologies such as X-rays, computed 

tomography, magnetic resonance, ultrasound and positron emission tomography has led to 

the generation of vast amounts of data (Figure 5). Scientists are interested, of course, in 

learning from this data, and data mining techniques are increasingly being applied in these 

analyses.  

There are interesting techniques for finding and describing structural patterns in data as a 

tool for helping to explain that data and make predictions from it. The data will take the 

form of a set of examples from the patients. The output takes the form of predictions about 

new examples. Many learning techniques look for structural descriptions of what is learned, 

descriptions that can become fairly complex and are typically expressed as sets of rules. 

Because they can be understood by people, these descriptions serve to explain what has 

been learned and explain the basis for new predictions. People frequently use data mining 

to gain knowledge, not just predictions. Databases are rich with hidden information that can 
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be used for intelligent decision making. Classification and predictions are two of data 

analysis that can be used to extract models describing important data classes or to predict 

future data trends. Such analysis can help provide us with a better understanding of the 

data at large. 

 

  

Figure 5. Examples of medical imaging. (a) Ultrasound. (b) A-rays. (c) Magnetic resonance. (d) 

Computed tomography. 

4.3.1. Classification and prediction 

A medical research wants to analyze breast cancer data in order to predict which one of 

three specific treatments a patient should receive. In the example, the data analysis task is 

classification, where a model o classifier is constructed to predict categorical labels, such as 

treatment A, treatment B, or treatment C for the medical data. These categories can be 

represented by discrete values, for example, the values 1, 2, and 3 may be used to represent 

treatment A, B, and C. 

The implementation methods discussed are particularly oriented toward show different 

tools for analyzes medical data.  

4.3.2. Classification by decision tree induction 

Decision tree induction is the learning of decision trees from class-labeled training tuples. A 

decision tree is a flow-chart-like tree structure, where each internal node (nonleaf node) 

denotes a test on an attribute, each brand represents an outcome of the test, and each leaf 

node (or terminal node) holds a class label. The topmost node in a tree is the root node. The 

a  b 

c  d 
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learning of decision trees from class-labeled training tuples is named decision tree 

induction. A decision tree can be viewed as a flow-chart-like tree structure, where each 

internal node (nonleaf node) represents a test on an attribute, each brand represents an 

outcome of the test, and each leaf node (or terminal node) holds a class label. The root node 

is the principal node (highest node) in a tree.A typical decision tree is shown below (Figure 

6). 

 

Figure 6. Decision Tree Induction 

ID3 is an algorithm which generates a decision tree based on input data by looking at the 

amount of information contents contained in the various input attributes. At each step in the 

decision tree, it chooses the attribute which provides the biggest information gain and uses 

that attribute to classify data further. Its pseudo code is summarized as follows:  

Input: Set S of positive and negative examples, Set F of features  

ID3( F, S )  

1. if S contains only positive examples, return “yes”  

2. if S contains only negative examples, return “no”  

3. else  

choose best feature f in F which maximizes the information gain  

for each value v of f do  

add arc to tree with label v, along with the sub tree for that new branch 

Like an example, the input and output variables and their domains are specified in the list 

below:  

1. Input variables (from clinical observations):  

a. Extent (Size of Spreading): {E1, E2, E3, E4}  

b. Hypoxia: {H1, H2}  

c. Surface (surface marker): {S1, S2, S3}  

d. LOH: {M1, M2, M3}  

2. Final result/outcome:  

Outcome: {P (progressed to cancer), NP (didn’t progress to cancer)} 

The ID3 algorithm as implemented and the following decision tree are generated (Figure 7): 
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Figure 7. Decision Tree Induction for the medical data. 

The decision tree method produces a reasonably good estimate on the outcome based on the 

inputs. This estimate is about 92% accurate, which is above the acceptable level of accuracy 

as proposed by the clinical researchers. 

4.3.3. Classification by Back-propagation 

An artificial neural network (ANN) is a computational model that is inspired by the 

structure and functional aspects of biological neural networks. They are usually used to 

model complex relationships between inputs and outputs and find patterns in data. In other 

words, we wish to infer the mapping implied by the data. The cost function is related to the 

mismatch between our mapping and the desired outcome. One very commonly used 

approach to train neural network from input examples is the back-propagation algorithm. 

Back-propagation algorithm is a common supervised-learning method that teaches an 

artificial neural network on how to perform a given task. The neural network is modeled as 

a set of neurons which take inputs, apply certain weights to each input and propagate the 

result forward into the next layer of units. Each unit in a particular layer is essentially a 

linear function of the input units from its previous layer. Eventually, the data gets 

propagated into the output layer where the results are presented. 

Another important aspect is this algorithm is able to learn by propagating the errors in the 

output layer backwards into the inner layers by adjusting the weights between the input 

and hidden layer and between hidden and output layer in order to reduce the error on the 

output. The algorithm continues to do this until either the maximum number of epochs is 

reached or the errors at the output are within an acceptable range. This technique is also 

referred to as “back-propagation”, as denoted in its name. A very typical neural network 

consists of 3 layers – input, hidden, and output layer. In practice, it is possible to have more 

than one hidden layers. The back-propagation algorithm used for this project is based on 

such a 3-layer neural network as illustrated in the figure 8. 

The pseudo code for the back-propagation algorithm is as follows:  

Initialize the weights in the network (randomly between -0.5 and 0.5)  

Do  

For each example e in the training set  
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O = neural-network-output(network, e) ; forward pass  

T = desired output for e  

Calculate error (T - O) at the output units  

Compute delta_wh for all weights from hidden layer to output layer  

Compute delta_wi for all weights from input layer to hidden layer  

Update the weights in the network to reduce error  

Until all examples classified correctly or stopping criterion satisfied  

Return the network 

 

Figure 8. A simple neural network. 

The output from the neural network is a simple binary value {0, 1} representing whether or 

not the patient’s tumor progresses into malignant cancer. the classification boundary value 

to be the half-way point 0.5, so if the neural network’s output value turns out to be above 

0.5, it is categorized as 1; and values below 0.5 gets categorized as 0. The next important step 

is to determine the appropriate number of hidden variables in the neural network to avoid 

both under-fitting and over-fitting. The number of hidden variables should be strictly less 

than the number of inputs to the neural network, which is 4 in this case.  

4.3.4. Classification by Bayesian networks 

The naïve Bayesian classifier makes the assumption of class conditional independence, that 

is, given the class label of tuple, the value of the attributes are assumed to be conditionally 

independent of one other. This simplifies computation. When the assumption holds true, 

then the naïve Bayesian classifier is the most accurate in comparison with all other 

classifiers. However, dependencies can exist between variables. Bayesian networks specify 

joint conditional probability distributions. They allow class conditional independencies to be 

defined between subsets of variables. They provide a graphical model of causal 

relationships, on which learning can be performed. The learning can be perfomed in the 

graphical model of causal relationships, that they provide. Trained Bayesian belief networks 

can be used for classification. 

A belief networks is defined by two components –a directed acyclic graph and a set of 

conditional probability tables (e.g., Figure 9). Each node in the directed acyclic graph 
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represents a random variable. The variables may b discrete o continuous-valued. They may 

correspond to actual attributes given in the data to form a relationship (e.g., in the case of 

medical data, a hidden variable may indicate a syndrome, representing a number of 

symptoms that, together, characterize a specific disease). Each arc represents a probabilistic 

dependence. If an arc is drawn from a node Y to a node Z, then Y is a parent or immediate 

predecessor of Z, Z is a descendant of Y. Each variable is conditionally independent of its no 

descendants in the graph, given its parents, as is possible see in Figure 9. 

 

Figure 9. A example of Bayesian Network. 

The Figure 10 is a simple Bayesian network for six Boolean variables. The arcs in figure 10 

(a) allow the representation of causal knowledge. For example, having lung cancer is 

influenced by a person’s family history of lung cancer, as well as whether or not the person 

is a smoker. The arcs also show that the variable LungCancer is conditionally independent of 

Emphysema, given its parents, FamilyHistory and Smoker. 

 

Figure 10. A simple Bayesian network: (a) A proposed casual model, represented by a acyclic graph. (b) 

The conditional probability table for the value of the variable LungCancer (LC) showing each possible 

combination of the values of its parents nodes, FamilyHistory (FH) and Smoker (S). 

A belief network has one conditional probability table (CPT) for each variable. The CPT for a 

variable Y specifies the conditional distribution P(Y|Parents(Y)), where parents(Y) are the 

parents of Y. Figure 6 (b) shows a CPT for the variable LungCancer. The conditional 
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probability for each knows value of LungCancer is given for each possible combination of 

values of its parents. For instance, form the upper leftmost and bottom rightmost entries, 

respectively, we see that 

P(LungCancer = yes | FamilyHistory = yes, Smoker = yes ) = 0.8 

P(LungCancer = no | FamilyHistory = no, Smoker = no ) = 0.9 

A node within the network can be selected as an “output” node, representing a class label 

attribute. There may be more than one output node. Various algorithms for learning can be 

applied to the network. Rather than returning a single class label, the classification process 

can return a probability distribution that gives the probability for each class. 

4.3.5. Visual data mining 

Visual data mining discovers implicit and useful knowledge from large data Visual data 

mining have the capacity to find implicit and useful knowledge from great amount of data sets 

using data and/or knowledge visualization techniques. The human visual system is controlled 

by the eyes and brain, the latter of which can be thought of as a powerful highly parallel 

processing and reasoning engine containing a large knowledge base (Figure 11). Visual data 

mining essentially combines the power of these components, making it a highly attractive and 

effective tool for the comprehension of data distribution, patterns, clusters, and outliers in 

data. the eyes and brain, the latter of which can be thought of as a great highly parallel 

processing and reasoning engine that contain a large knowledge base (Figure 11). Visual data 

mining combines the power of these components, making it a highly attractive and effective 

tool for the comprehension of data patterns, clusters, distribution and outliers in data. 

 

Figure 11. Human interact and processing large knowledge base. 

Visual data mining can be viewed as an integration of two disciplines: data visualization 

and data mining. It is also closely related to computers graphics, multimedia systems, 

human computer interaction, pattern recognition, and high-performance computing. In 

general, data visualization and data mining can be integrated in the following ways: 

Visual data mining can be viewed as an integration of two disciplines: data visualization 

and data mining. It is also closely related some disciplines: human computer interaction, 
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pattern recognition, high-performance computing, computers graphics and multimedia 

systems. Data mining and data visualization can be integrated in the next ways: 

 Data visualization: Data in a database or data warehouse can be view at different levels of 

granularity of abstraction, or as different combination of attributes or dimensions. Data 

can be presented in various visuals forms, such a boxplot, 3-D cubes, data distribution 

charts, curves, surfaces, link graphs, and so on. An example represented below: 

Data visualization: Data in a database or data warehouse can be view at different levels 

of granularity of abstraction, or as different combination of attributes or dimensions. 

Data can be presented in various visuals forms, such a data distribution charts, boxplot, 

curves, 3-D cubes, link graphs, surfaces, and so on. An example represented below: 

 

Figure 12. Boxplots showing multiple variable combinations in datasets. 

 Data mining result visualization: Visualization of data mining results is the presentation 

of results or knowledge obtained from data mining in visual forms. Such forms may 

include scatter plots and boxplots, as well as decision tree, clusters, outliers, generalized 

rules and so on (Figure 9). 

Data mining result visualization: It means use techniques with which is possible the 

visual representation of results or knowledge that is obtained from data mining process. 

Such vicual forms may include scatter plots and boxplots, decision tree, clusters, 

outliers, generalized rules and so on (Figure 13). 

 

Figure 13. Visualization on data mining results. 
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 Interactive visual data mining: In visual data mining, visualization tools can be used in 

the data mining process to help users make smart data mining decisions. For example, 

the data distribution in a set of attributes can be displayed using colored sectors (where 

the whole space is representing by a circle). This display helps users determine which 

sector should first be selected for classification and where a good split point for this 

sector may be.  

The data mining process can be supported by visualization tools to help users to make 

smart data mining decisions. For example, in a circle that represents a whole space, the 

data distribution in a set of attributes can be displayed using colored sectors. With this 

visual representation the users can determine which sector should first be selected for 

classification and where a good split point for this sector may be. 

 

Figure 14. Example for circular data representation. 

5. Analyzing people profile 

The concept also is used to describe to the set of the characteristics that characterize to 

somebody or something. In the case of the human beings, the profile is associate to the 

personality. On the other hand, the word profile also is used very many to designate those 

particular characteristics that characterize a person and by all means they serve to him to be 

different itself from others. Your profile is built on other people’s impressions and opinions, 

from the first time they hear your group’s name or come into contact with one of its 

members. To some extent, you can control what people think and feel about your group, 

building a strong profile that will help you achieve action success. See Figure 15. 

Orkut is a system of social networks used in Brazil by 13 million users, many of them, create 

more of a profile, and generate different relationships from their different profiles, this takes 

to think that they develop Bipolar Syndrome, to be able to establish communications with 

people of different life styles, and when they doing to believe other users that they are 

different people (Zolezzi-Hatsukimi, 2007). 

The false profiles are created for: to make a joke, to harass other users, or to see who 

visualizes its profile. As the profile is false, the friends of this profile are also generally false, 
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making difficult the tracking of the original author (Ochoa et. al., 2011). Using the tool of Data 

Mining denominated WEKA, it was come to develop a denominated "Ahankara" Model 

which perits reaize prediction of profiles in users of Orkut, which al-lows to understand the 

motivations of this type of profile and to determine if it has generated Syndrome Bipolar, to 

see figure 3 (Ponce et al., 2009). The model obtained Ahankara once used WEKA to look for 

the relations that us could be of utility to process the data. see Figure 16. 

 

Figure 15. The profile show characteristics of a person or a group of people 

 

Figure 16. Ahankara Model 

Waste. It is something that we produce as part of everyday living, but we do not normally 

think too much about our waste. Actually many cities generates a waste stream of great 

complexity, toxicity, and volume (see figure 17). In the management of solid waste have the 

problem relates to the household waste is the individual decision-making over waste 

generation and disposal. When the people decide how much to consume and what to 

consume, they do not take into account how much waste they produce (Ochoa et al., 2011). 

E-commerce is the term use to describe the consumers that use the Internet for making 

purchases, usually refers typically to business to business type activities rather than 

consumer activity. It maybe more appropriate to refer to consumer activity in relation to 

purchasing goods and services on the Internet as on-line shopping (see figure 18). E-

commerce is the term use to describe the consumers that use the Internet for making 

purchases, generally refers activities thath involve some business between two or more 

entities, rather than only consumer activity. This is more related to purchasign goods and 

services on the Internet rather than on-line shopping (see figure 18). 
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Figure 17. Example of composition by weight of household garbage 

One of the important factors in the world of E-commerce is that it is much more than just a 

change in the way payments are made; E-commerce may not involve money at all. It gives 

customers the choice of making a wide range of transactions electronically rather than over 

the telephone, by post or in person. The E-commerce is not only a different way that the 

people use to pay for any thing, because, it is not simply money; this implies transactions 

that could be done by telephone, by post or in person, which the costumer can done 

electronically. 

 

Figure 18. The people can buy services or things online 

The major benefits of E-commerce are that it can help organizations to: 

 improve working processes and service delivery; 

 understand their customers better; and 

 reduce costs through elimination of paperwork and bureaucracy. 

Some of the most important benefits of E-commerce for the organizations are: 

 The service delivery and the working process are improved. 

 The organizations can understand their customers. 
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 They can reduce the costs caused by paperwork and bureaucracy. 

In the e-commerce we has two different profile, the buyers and salesman profile, in this case 

we work with the buyers profile, In (Cocktail Analysis and Google, 2011) is sow a research 

about the buyers of fashionable clothes, in this work we can see that 42% of the people they 

have bought some article of clothes by Internet. They describe five different profiles only for 

the buyers of clothes, also it shows the relation of the purchases online with those of the 

physical stores. Data mining process can be used to determine the buyers profile, the 

enterprise can use this information to realize market studies in order to offer to the people 

specific products to them on the basis of its profile of purchases. Also the analysis of profiles 

is very important like dominion application of the data mining, can help to determine 

landlords us of conducts, habits, or of a single person or of a group, these data allow us to 

make predictions and can be used of diverse ways. 

6. Data mining for E-comerce 

The e-commerce is one of the profound changes that internet has induced in the people’s 

lifestyle and in the way of doing business and transactions. The way that the consumers 

buy has been modified, appearing trends, patterns and preferences in specific groups. 

Some characteristics that can affect the consumerism by internet are: gender, age, social 

status, economic status, financial status, studies, culture, technology, knowledge of 

technology, geographic location, politics and others. In the early years of e-commerce, 

buying online was an erudite activity strictly dominated by “techies” and semi-

technology literate individuals. These individuals were mostly made up of 20 to 35 year 

old males. This demographic were more comfortable and in tune with Internet’s 

capabilities. But in recent years, the numbers of females making the technology leap to 

shop online is surging. Females are starting to harness Internet to make their lives easier 

and efficient (Christopher, 2004) . In the early years of e-commerce, buying online was an 

erudite activity. The individuals were mostly made up of 20 to 35 year old males. In recent 

years, the numbers of females making the technology leap to shop online is surging. 

(Christopher, 2004) . Data Mining (DM) has been applied successfully to find the patterns 

that the consumers create in the navigation trough the different web sites giving the 

opportunity to the enterprises to offer a better service. 

6.1. Trends in E-commerce 

In the e-commerce, the behavior of the consumers creates trends that change in the time for 

different variables. (Audette, 2010), mention three important trends in 2010 that should be 

considered by the people involved in the e-commerce (brands, retailers, and others).  

6.1.1. Consumer focus is on price 

The consumer always is looking for the lowest prices, it means, the best product for the best 

price or sometimes only the best price. 
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The consumer also looks for special offers that can balance that price was not the lowest. The 

offers can be the free shipping.  

6.1.2. Riding the next wave: Video and visual search 

It’s very important now a day, the visual experience in the e-commerce because it is more 

attractive for the consumer and can be a reason to decide to buy something. The people 

spend a lot of time watching videos. A case is Mexico where the viewers watched 5 hours of 

video in YouTube in September 2011, and the audience has grown 17% to reach 20.5 million 

viewers, representing 85% of the total online population, according to a study by comScore. 

The next graphic shows video properties that prefer the viewers in Mexico. 

 

Figure 19. Top Video Properties in Mexico by Total Unique Viewers 2011 

The video experience can improve the process information in a 30%, according Bing, and 

this can be explained because 65% are visual learners. 

 

Figure 20. Buying Power Index 2010 
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6.1.3. Trend in technical SEO 

SEO (Search Engine Optimization) is a technique which helps search engines find and rank 

your site higher than the others millions in response to a search query. This is based 

primarily in text. Google Instant had a little noticeable effect in the ecommerce clients. 

6.2. Data mining and E-commerce 

Data Mining (DM) have been applied to study the behavior of the users of different services 

(entertainment, mail, e-commerce, social network, among others) that internet provides. 

Many enterprises like Amazon and eBay have invested many resources to understand the 

consumers. Authors like (Sankar et al., 2002) explain why Web Mining, concept used for the 

first time by (Etzioni, 1996), is considered like sub-field of Data Mining. They say that Web 

Mining can be defined as “the discovery and analysis of useful information from the World 

Wide Web”. The source of data can be the server, client, proxy server, or data bases of some 

enterprise. The web mining is divided in: Web content mining, Web structure mining, Web 

usage mining (Sankar et al., 2002). The principal tasks/phases of Web mining are: 

Information retrieval (resource discovery), information extraction (selection/preprocessing), 

Generalization (pattern recognition/machine learning), Analysis (validation/interpretation). 

 

Figure 21. Tasks of Web Mining 

The Data Mining, or in this case Web mining, which is known, needs some problems with 

certain characteristics to obtain the major benefits. Those characteristics are (Ansari, Suhail, 

2000): 

 Large amount of data 

 Rich data with many attributes 

 Clean data collection  

 Actionable domain 

 Measurable return-on-investment  

The e-commerce has every characteristics being a “Killer Domain” of Data Mining (Ansari, 

Suhail, 2000). The attributes more important in the e-commerce are RFM (Recency, 

Frequency and Monetary). Examples of these attributes are date, time, duration session, 

quantity, purchase (Ansari, Suhail, 2000). Other attributes are IP address, URL, error code, 

among others; however these are common in logs that are not created for analysis (De Gyves 

Camacho, 2009). The attributes (columns) related with time and date are used to find 

important hidden patterns. One of the applications of Web mining is the learning of 

Navigation patterns (Web usage Mining).  
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6.3. Artificial immune system applied to web mining 

The Artificial Immune System (AIS) is a bio-heuristic based in the Natural Immune System 

(NIS). One of the characteristics that make interesting the NIS are: highly distributed, highly 

adaptive, self-organising, maintain a memory of past encounters, and learn of new 

encounters. Some algorithms that have been proposed to use in data mining, are based in 

theories like negative selection, clonal selection and immune network. However new 

algorithms have been created inspired in other characteristic or theories. In order to 

approximate a solution of the learning of navigation patterns an immune-inspired algorithm 

is proposed which is based in the immune network and was developed by (Timmis et al., 

2000). The AIS has some characteristics that can be improved but is good for a first 

approximation. This algorithm is proposed to clustering the similarities of the users’ 

behavior and according of the pattern, in a next step, suggest the best structure of the web 

site to the consumers to improve their experience. In this way, the companies con offer a 

better service, adapted to the consumers’ necessities and finally increase sales. 

7. Data mining to mobile ad hoc networks security 

Mobile radio technologies, for both voice and data communication, has experienced a rapid 

growth and diverse concepts have been introduced in networking. However the concept of 

ad hoc network is not new, the paradigm started from the beginning of late 90‘s and 

gradually became popular with the wide range of deployments of IEEE 802.11x based 

WLAN, despite regularly ad hoc networks are based on single-hop peer-to-peer networking 

between several wireless devices, in different specialized scenarios such as control 

applications, logistics and automation, surveillance and security, transportation 

management, battlefields, environmental monitoring, unexplored and hazardous 

conditions, home networking, etc. multi-hop wireless networks are used. Multi-hop wireless 

ad hoc network consists of a number of self-configurable nodes (e.g. IEEE 802.11-based 

WLAN, 802.16-based WiMAX, ZigBee, Bluetooth, etc.) to establish an on-demand network 

using multiple hops paths if required where no network infrastructures pre-exist. The basic 

block of multi-hop ad hoc networking can be divided into four major specialized categories 

– Mobile Ad hoc Networks (MANET), Wireless Mesh and Hybrid Networks (WMN), 

Vehicular Ad hoc Networks (VANET) and Wireless Sensor Networks (WSN) (Kamal, 2010). 

MANET is the most theoretically researched arena of ad hoc networking which is a 

collection of autonomous and mobile network objects of any kind with truly dynamic and 

uncertain mobility that communicate with each other by forming a multi-hop radio network 

and maintaining connectivity in a decentralized manner. Nowadays, MANET has become a 

practical platform for pervasive services, i.e., the services that are requested and provided 

anywhere and anytime in an instant way. This kind of service is very valuable for mobile 

users, especially when fixed networks (e.g. Internet) or mobile networks are temporarily 

unavailable or costly to access. A generic concept of the general-purpose pure MANET is 

shown in Figure 22. 

In Figure 22, let’s suppose that node A wants to send data to node C but node C is not in the 

range of node A. Then in this case, node A may use the services of node B to transfer data 
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since node B’s range overlaps with both the node A and node B. In MANET, no fixed 

infrastructure, like base station or, mobile switching center is required. Instead, every 

possible wireless mobile host within the perimeter of radio link acts as an intermediate 

switch and participates in setting up the network topology in a self organized way.  

 

Figure 22. A Simple MANET 

7.1. Data mining to deal with vulnerabilities of MANET 

Despite the advantages, accord to Nakkeeran, the nature of mobility creates new 

vulnerabilities due to the open medium, dynamically changing network topology, 

cooperative algorithms, lack of centralized monitoring and management points and yet 

many of the proven security measures turn out to be ineffective (Nakkeeran et al. , 2010). 

Despite the advantages, accord to Nakkeeran, the nature of mobility creates new 

vulnerabilities due to the open medium, dynamically changing network topology, 

cooperative algorithms, lack of centralized monitoring and management points and yet 

many of the proven security measures turn out to be ineffective (Nakkeeran et al. , 2010). All 

these mean that a wireless ad-hoc network will not have a clear line of defense, and every 

node must be prepared for encounters with an adversary directly or indirectly. In order to 

avoid such circumstances requires the development of novel architectures and mechanisms 

that protect wireless networks and computer applications. Hence diverse research scopes do 

exist. Unfortunately, investigations are principally targeted towards routing, scheduling, 

address assignment, developing protocol stack etc. These are mainly functional properties. 

However, as nomadic and ubiquitous computing reaches its full potential, semantics and 

security will play the leading role, because the flexibility in space and time induces new 

challenges towards the security infrastructure. Due to in the case of the securtiy 

infraestructure, the flexibility in space and time will generate new challenges. Therefore, the 

traditional way of protecting wired/wireless networks with firewalls and encryption 

software is no longer sufficient. A very recurrent solution are Intrusion Detection Systems 

(IDS) (Mishra, 2004). Generally IDS can be defined as the detection of intrusions or 

intrusions attempts either manually or via software, through the use of schemes that collects 

the information and analyzing it for uncommon or unexpected events. Intrusion Detection 

(ID) is the process of monitoring and analyzing the events which occurred in a digital 

network in order to detect signs of security problems (Shirbhate, 2011). Then the ID is data 

analysis process, for this reason, as well as the growth of volume of existing data and 

insufficiency of data storage capacity leads us to the dynamic processing data and extracting 
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knowledge. So the nature solution is utilizing data mining techniques, for example, anomaly 

detection techniques could be used to detect unusual patterns and behaviors, link analysis 

may be used to trace the viruses to the perpetrators, classification may be used to group 

various cyber attacks and then use the profiles to detect an attack when it occurs, prediction 

may be used to determine potential future attacks depending in a way on information learnt 

about terrorists through email and phone conversations (Khalilian, 2011). Data mining can 

improve variant detection rate, control false alarm rate and reduce false dismissals 

(Jianliang, 2009). 

7.2. Intrusion detection methodologies 

If we want to categorize intrusion detection methods, we will recognize two main aspects 

for grouping approaches, which one group refers to type of attack according to the kind of 

input information the analyze includes host based, network based, wireless and Network 

Behavior Analysis (NBA). Another group of approaches refers to solutions techniques 

which are misuse detection, anomaly detection methods and hybrid methods (Khalilian, 

2011).  

a. Host based methods. 

This methods are based on data source category; consequently, its data comes from the 

records of various activities of hosts, including system logs, audit operation system 

information, etc. the main architecture for this kind of methods is similar to network 

based. 

b. Network based methods. 

These systems analyze network packets that are captured on a network. Network 

packet is the data source for network intrusion detection system.  

c. Wireless methods. 

Wireless intrusion detection system monitors wireless network traffic and analyzes its 

wireless networking protocols to identify suspicious activity involving the protocols 

themselves. It cannot identify suspicious activity in the application or higher-layer 

network protocols such as TCP, UDP that the wireless network traffic is transferring. So 

each node is responsible for detecting signs of intrusion locally and independently, but 

neighboring nodes can collaboratively investigate in a broader range. 

d. Network Behavior Analysis. 

NBA which examines network traffic to identify threats that generate unusual traffic 

flows, such as distributed denial of service (DDoS) attacks, certain forms of malware 

such as worms, backdoors, and policy violations. NBA systems are also deployed to 

monitor flows on an organization’s internal Networks, and are also sometimes 

deployed where they can monitor flows between an organization’s Networks and 

external networks such as the Internet. 

Figure 23 shows the basic architecture for NIDS in data mining, which is very similar to the 

other detection methods 



 
Data Mining Applications in Engineering and Medicine 102 

 

Figure 23. Basic NIDS architecture 

e. Misuse based methods. 

Misuse detection which the main study is the classification algorithms relies on the use 

of specifically known patterns of unauthorized behavior. In misuse detection related 

problems, standard data mining techniques are not applicable due to several specific 

details that include dealing with skewed class distribution, learning from data streams 

and labeling network connections. The problem of skewed class distribution in the 

network intrusion detection is very apparent since intrusion as a class of interest is 

much smaller i.e. rarer than the class representing normal network behavior. In such 

scenarios when the normal behavior may typically represent 98-99% of the entire 

population a trivial classifier that labels everything with the majority class can achieve 

98-99% accuracy (Dokas, 2002). It is apparent that in this case classification accuracy is 

not sufficient as a standard performance measure. ROC analysis and metrics such as 

precision, recall and F-value have been used to understand the performance of the 

learning algorithm on the minority class. A confusion matrix as shown in Table 1 is 

typically used to evaluate performance of a machine learning algorithm. 

 

Confusion matrix 

(Standard metrics) 

Predicted connection label 

Normal Intrusions (Attacks) 

Actual 

connection 

label 

Normal 
True Negative 

(TN) 

False Alarm 

(False Positive) 

Intrusions 

(Attacks) 

False Negative 

(FN) 

Correctly Detected Attacks 

(True Positive) 

Table 10. Standards metrics for evaluations of intrusions (attacks) 

In addition, intrusions very often represent sequence of events and therefore are more 

suitable to be addressed by some temporal data mining algorithms. Finally, misuse 

detection algorithms require all data to be labeled, but labeling network connections as 

normal or intrusive re-quires enormous amount of time for many human experts. All 

these issues cause building misuse detection models very complex. 

f. Anomaly based methods. 

Misuse detection system unable to detect new or previously unknown intrusions 

occurred in computer system or digital network. Novel intrusions can be found by 
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anomaly detection which the main study is the pattern comparison and the cluster 

algorithms ((Khalilian, 2011). The basic idea of clustering analysis originates in the 

difference between intrusion and normal pattern; consequently, we can put data sets 

into different categories and detect intrusion by distinguish normal and abnormal 

behaviors. Clustering intrusion detection is detection for anomaly with no supervision, 

and it detects intrusion by training the unmarked data. 

Most anomaly detection algorithms require a set of purely normal data to train the 

model, and they implicitly assume that anomalies can be treated as patterns not 

observed before. Since an outlier may be defined as a data point which is very different 

from the rest of the data, based on some measure. In statistics-based outlier detection 

techniques the data points are modeled using a stochastic distribution and points are 

determined to be outliers depending upon their relationship with this model. However, 

with increasing dimensionality, it becomes increasingly difficult and inaccurate to 

estimate the multidimensional distributions of the data points. However, recent outlier 

detection algorithms are based on computing the full dimensional distances of the 

points from one another as well as on computing the densities of local neighborhoods. 

Nearest Neighbor (NN), Mahalanobis-distance Based Outlier Detection and Density 

Based Local Outliers (LOF) are approaches for recent outlier detection algorithms. 

g. Hybrid methods. 

Through analyzing the advantages and disadvantages between anomaly detection and 

misuse detection, a mixed intrusion detection system (IDS) model is designed. First, 

data is examined by the misuse detection module, and then abnormal data detection is 

examined by anomaly detection module. The intrusion detection system (IDS) is 

designed based in the advantages and disadvantages of the models of intrusion 

detection that are: anomaly detection and misuse detection. The first step is examine the 

data with de misuse detection module and in the second step, the anomaly detection 

module analyze the atypical data detected. 

7.3. New trends in safety MANET 

The ultimate goal of the security solutions for wireless networks is to provide security 

services, such as authentication, confidentiality, integrity, anonymity, and availability, to 

mobile users. The final goal of the security solutions for wireless networks is to offer 

security services to mobile users. This services are authentication, integrity, confidentiality, 

anonymity, and availability.This kind of schemes depend on cooperation amongst the nodes 

in a MANET for identifying nodes that are exhibiting malicious behaviors such as packet 

dropping, packet modification, and packet misrouting, so most of this methods assume that 

this problem can be viewed as an instance of detecting nodes whose behavior is an outlier 

when compared to others. Some novel solutions incorporate mobile agents (Nakkeeran et 

al., 2010) to provide solution against security issues in MANET networks. With the help of 

home agent and mobile agents, it gathers information from its own system and neighboring 

system to identify any attack and through data mining techniques to find out the attacks has 

been made in that networks.With the help of home agent and mobile agents, it is possible to 
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extract information from both, own system and neighbor system, to identify any attack and 

with data mining techniques try to find the attacks that has been perpetrated in such 

networks. Home agent is present in each system and it gathers information about its system 

from application layer to routing layer. 

Each system have a home agent, which should obtain iformation about the system from 

application layer to routing layer. 

Mobile agents are a special type of agents defined as "processes capable of roaming through 

large networks such as the ad hoc wireless network, interacting with machines, collecting 

information and returning after executing the tasks adjusted by the user". Mobile agents are 

a special type of agents defined as "processes capable of roaming through large networks 

such as the ad hoc wireless network, interacting with machines, which return the colected 

information when finishing the execution of the tasks of the user". Often such proposals 

provide the three different techniques to provide suffice security solution to current node, 

Neighboring Node and Global networks. 

Frequently, the proposals afford the three differents techniques that are used to offer 

security solution to current node, Neighboring and Global networks. 

The trust together cooperation are another kind of novelty solution (Li, 2009); the idea of them 

consists in an algorithm to can help us identify the outliers, which are generally the nodes that 

have exhibited some kind of abnormal behaviors. Given the fact that benign nodes rarely 

behave abnormally, it is highly likely that the outliers are malicious nodes. Moreover, a multi-

dimensional trust management scheme is proposed to evaluate the trustworthiness of the 

nodes from multiple perspectives. There are many techniques that have been discussed to 

prevent attacks in wireless ad hoc networks but most of them have in common that are based 

on cooperation and on methods based on the principle of anomalies. 

8. Conclusions and another specific application domains improved with 

data mining 

Diverse applications based on Data Mining have the objective to learn the patterns of the 

users’ interaction with the Web or Data Repository. The data includes user profiles, 

registration profiles, user queries, and any data generated by the users’ interaction with the 

web. This is useful, for example, to restructure the web page according the preferences of the 

users. This means that the web site is going to provides information, special offers, and 

others, that can be interesting for the consumers according their patterns of interaction or 

according the hour of the day. Also, this can be used to design offline strategies. One process 

to make projects of web usage mining is described in (DAEDALUS, 2002). To find the 

patterns in Web usage mining, the techniques used are: Clustering and Classification, 

Association rule detection, Path analysis, Sequential patterns detection. The use of any 

technique mention above to analyze automatically the data implies difficulties by the 

complexity of the problem (heterogeneous data, and others) and the limitations of the 

existing methodologies. To overcome that difficulties and limitations is necessary to use other 
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techniques and methodologies like soft computing. Some algorithms developed to address 

Data Mining using techniques of Soft Computing are revised by (Mishra el al., 2004). Other 

application of Data Mining using evolutionary algorithms were proposed by (Ochoa et al., 

2011) obtaining good results. In addition, we described another specfic applications domains 

such as: Deterining Euskadi ancesters based on family names and compare the anthropmetry 

of the individuals to found patterns of their ancesters; Organizational Models to supporting 

little and medium business related with Regional Development; Organizational Climate to 

identify cases of Burnout Syndrome characterized by high expectatives of productivty and 

Organizational Culture (Hernández et al, 2011); Identification of the use of new languages 

related with the songs from Eurovision for exameple Udmurt language in the entry from 

Russia to Eurovision Song Contest’2012; Analysis of Pygmalion Effect on people from 

Pondichérry in India whom be considering more closely culturally of Francophonie because 

the French influence in their past lifes; Zoo applications to classify more vulnerable species in 

an interactive map (see figure 24) or identify the adequate kind of avatars on a roll multigame 

players associated with cultural aspects in this case Brazilian people and their selections of 

features related with spcific skills (see figure 25). 

 

 

Figure 24. Interactive map based on data mining, locating the habitats of species of reptils, birds and 

mammals specifying the ubiquity of their behavior –changes provoked by the human- during the time. 
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Figure 25. Cultural Avatars related with traditional aspects and antropometry from Brazlian people 

used in Multi player games according of specific skills used on the online game. 

In addition Tatebanko traditional Japanese Dyoram is using new ideas based with a Hybrid 

Algorithm conformed by the use of Data Mining and a Bioinspired Algorithm to built 3D 

scenario (Ochoa et al., 2012) including issues of specific time and location by each one. 
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Abstract. Public and private organizations continuously invest on projects. With a 
number of candidate projects bigger than those ones that can be funded, the organ-
ization faces the problem of selecting a portfolio of projects that maximizes the 
expected benefits. The selection is made on the evaluation of project groups and 
not on the evaluation of single projects. However, there is a factor that must be 
taken account, since it can significantly change the evaluation of groups: synergy. 
This is that two or more projects are complemented in a way that generates an ad-
ditional benefit to they already own individually. Redundancy, a special case of 
synergy, occurs when two or more projects cannot be financed simultaneously. 
Both features add complexity to the evaluation of project groups. This article 
presents an evaluation of the two most used alternatives for handling synergy, in 
order to incorporate it into an ant-colony metaheuristic for solving project portfo-
lio selection.  

1   Introduction 

One of the most important decisions in organizations is to select which projects 
will be funded for ensuring their growth [2]. This decision is made by one or sev-
eral people, commonly called the Decision Maker (DM). In resources allocating 
for social projects, the monetary benefits are not the main criteria for selecting 
projects. Other objectives that measure the social profit are more important. DMs 
are responsible for selecting a portfolio depending on: 

1. Values in the portfolio objectives which have to assure a minimal acceptability 
level. 

2. His/her criteria that shall depend on several personal subjective issues, among 
which can be cited: his/her belief, experience, policies to follow according to 
the organization and personal ethics. 
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Typically the Social Portfolio Problem (SPP) is modeled as a multicriteria prob-
lem [3, 15, 20], and has been solved by means of algorithms that commonly 
search a Pareto frontier approximation. This guarantees a good level of acceptabil-
ity (in terms of objective values) in the final solution set. However, the cardinal of 
this set is often too long; this complicates the selecting process made by the DM. 
A typical DM will have problems for processing more than 5-9 pieces of know-
ledge [19], so he/she is unable to select satisfactorily one portfolio even from a 
relatively-short set of solutions with more than five objectives. To ease the deci-
sion making process, the reducing the final solution set is critical. But, the reduced 
set presented to the DM has to match the preferences of him/her. 

Three approaches are commonly used for identifying solutions that match the 
DM preferences [17]: 

1. Including the DM’s preferences after optimization process, searching a uniform 
Pareto frontier but presenting only the solutions that better match his/her prefe-
rences.  

2. Including the DM’s preferences before optimization process, guiding the search 
to privileged Pareto frontier zones that better match the DM’s preferences. 

3. Interacting with the DM progressively during optimization process. 

In this paper we use the Fernández’s model for identifying the DM’s preferences 
about the portfolios. It is a priori articulation of preferences by creating fuzzy out-
ranking relations that allow identifying which solutions match better the DM’s 
preferences (these solutions are called the best compromise). 

One feature commonly presents in SPP is synergy, which involves that there 
are interrelated groups of projects. Such interrelation provokes an additional bene-
fit to organization objectives. So, when the whole synergetic group is supported 
the benefits are bigger than the sum of benefits of the same projects taken  
independently. 

Basically, there exist two forms when the synergy may be neglected without 
major problems, when: 

1. the interaction is too weak.  
2. the interactions affect all the projects in a similar way and constantly. 

But in other cases, when no previous characteristic is present, then synergy and 
redundancy among projects become relevant matters for decision making on 
project portfolio. 

When the DM identifies important synergetic effects, finding an appropriate 
way for handling synergy and redundancy is not a simple task. Commonly, it is 
done by means of inclusion of an artificial project, that groups the synergetic set 
and whose benefits already include the synergy gain. But, extra redundancy rela-
tions must be included, between artificial project and each one of the original 
projects with synergy. 

Although previous works on the formation of project portfolio with synergy 
have been proposed [3, 6, 18, 20], it has made evident the lack of methods that al-
so include the decision maker’s preferences. This work presents an Ant Colony 
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Optimization (ACO) Algorithm that searches a Pareto frontier subset that matches 
the DM’s criteria for selecting a portfolio. 

This paper is structured as follows: we formalize the problem in Section 2; in 
Section 3 we analyze the metaheuristic procedures used to solve it; Section 4 de-
velops our proposal; Section 5 presents the instances and discusses the results; and 
final section offers the conclusions. 

2   Background 

In order to establish the theoretical elements needed to pose our contribution, we 
begin with a formal definition for social portfolio problem, afterward we shall  
focus on the elements related to the synergy among projects, types and issues in-
herent, and we conclude with a description of the preference model used in this 
proposal. 

2.1   Social Portfolio Problem 

From a set of all proposed projects competing for resources, denoted as X, a port-
folio may be defined as a subset of them. Typically is modeled as a binary vector x 
= {x1, x2, x3, . . . , xN}, where N is the total of project proposals and the variables xi 
indicate whether the project i is included in the portfolio (if xi = 1) or not  
(if xi = 0). 

There is a total budget that the organization is willing to invest, which is de-
noted as B, and each project proposal i has an associated cost to carry it out, de-
noted as ci, it is understood that the formation of any portfolio x is subject to the 
constraint: 

1

N

i i
i

x c B
=

  ≤ 
 
     (1) 

It is also common that projects are associated with some form of grouping that in-
fluences the decision of the DM. For example in a private company, projects may 
be associated to departments (e.g. marketing, sales, production or human re-
sources), in this case a balanced DM would try to ensure a minimum of the total 
budget for each, and would prevent either of them unjustifiably monopolizes most 
of the budget. For public projects, such groups can be associated with geographi-
cal divisions, social groups or public interest areas (e.g. social security, education 
or public health). In general terms, this form for grouping will be called “areas”.  

Let Li and Ui be respectively the minimum and maximum budget that an area i 
can get (Li ≤ Ui ≤ B). The area for a project i may be defined as ai. For each area j, 
any portfolio x must satisfy the constraint: 
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where gi;j may be defined as follows: 
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Suitable values for L and U and the total of areas depend on the problem characte-
ristics, the DM criteria and the organizational policies.  

In private organizations is more natural to represent the benefits of projects in 
monetary units than in public or social organizations. There are also ethical and 
moral reasons preventing the realization of a monetary equivalent of objectives of 
public organizations, for example, can raise questions such as: what is the value of 
a person’s health?, and for a child’s education?, and for a young man’s postgra-
duate studies?. Due to these reasons, the selection of social projects is done on the 
multiobjective evaluation of portfolios, and not on a single monetary equivalent of 
objectives. 

So, the benefits for a project i evaluated on p objectives may be modeled as  
f(i) = {f1(i), f2(i), f3(i), . . . , fp(i)} . And therefore, the quality of a portfolio x is  
expressed as  

z(x) = {z1(x), z2(x), z3(x), ….., zp(x)} 
   (4) 

where zj(x) is defined as 

( ) ( )
N
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Social Portfolio Problem (SPP) consists in identifying one or more portfolios that 
solve 

{arg max ( )}x X z x∈ , (6) 

subject to the constraints expressed in Equations 1 and 2. In this case, the maximi-
zation concept is based on Pareto efficiency. In this case, the dimension of its so-
lution space is 2N, and if taken into account additional considerations such as  
synergy, partial support, project scheduling or risky conditions, the problem com-
plexity and the number of possible solutions tend to increase. 

2.2   Synergy Among Projects 

Interactions between projects may affect the evaluation of portfolios. Among syn-
ergy types to be found are: 

1. Synergy positive on objective values. When two or more projects are comple-
mented for increasing profits. For example, a Project A: creating a recreational 
park, and a Project B: Paving a road. Each one individually benefits certain 
amount of people, but if the recreation park (project A) is on the road to be 
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paved (project B) both increase their value. The park becomes more accessible 
to people, and increase the amount of persons that use the road. 

2. Negative synergy on objective values: The benefit of two or more projects de-
creases when are together. For example, a project A that benefits to 100 people 
and a Project B benefiting 200 people. But if there are 50 people in common 
between both projects, the benefit of supporting both projects is 250 people in-
stead of 300 as expected. 

3. Redundancy: Two projects can not be supported simultaneously. For example, 
a Project A: Building a hospital, and a Project B: building a school. But if the 
hospital needs to be built on the same ground that the school, only one of them 
can receive budget. 

4. Decrease in the cost: Two projects decrease the costs if both are supported si-
multaneously. For example, a project A: has a total cost of 250 monetary units, 
of which uses 100 to buy expensive computer equipment, and a Project B: it has 
a cost of 200 monetary units and also need to use similar equipment. If possi-
ble, and both projects have no problem sharing the common resource, the cost 
of financing both resources is 350 monetary units instead of 450 as expected. 

Addressing the synergy among projects is a task that is not considered trivial in 
the forming of social portfolios [14]. Handling of redundancy involves modifying 
the feasibility conditions of a portfolio. While the handling of synergy that 
changes the objective values has been handled typically in two forms: 

1. Doing an adaptation in the multiobjective function (Equation 4). 
2. Adding an artificial project that represents the synergetic set and adding all ne-

cessary redundancy relations to prevent the artificial project and any original 
synergetic projects in this set appear together. 

Synergy have been addressed in the social portfolio problem [3, 6, 20], but few re-
search works have also considered the use of a model of preferences [18]. 

2.3   Preference Model 

Although finding Pareto front is important [4, 9], the problem does not is com-
pletely solved [5, 11, 12, 13, 23]. Now the DM will choose which portfolio will be 
selected to receive the budget. Presenting a large set of solutions will complicate 
the decision process of the DM, even if the solutions found belong to the Pareto 
front, moreover finding a single function that matches the DM’s preference, such 
as a weighted sum, is not simple and nor guaranteed for real problems [21, 22]. 

Fernández [10] proposed an a priori articulation to guide the search process to 
areas of the Pareto front that best match the preferences of the DM. Thereby re-
ducing the amount of solutions presented to the DM. The preference model is 
based on the value of σ(x,y), which measures the degree of credibility of the 
statement “x is at least as good as y”, where x and y are portfolios in SPP. To cal-
culate the value of σ(x,y) can be used several proven methods, including the 
ELECTRE [1] and PROMETHEE [8] methods. 
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Considering the parameters λ, β, and ε (0 ≤ ε ≤ β ≤ λ), the model identifies one 
of the following relationships for each pair of portfolios (x, y): 

1. xIy, Indifference: Corresponds to existence of reasons that justifies equiva-
lence between x and y. xIy is justified if both conditions are held: 

a. σ(x,y) ≥ λ ∧ σ(y,x) ≥ λ. 
b. |σ(x,y) − σ(y,x)| ≤ ε. 

2. xPy, Strict preference: Represents the existence of reasons that justify signifi-
cant preference in favor of x. The statement “x is strictly preferred to y” is 
hold if at least one of following sentences is true: 

a. x dominates y. 
b. σ(x,y) ≥ λ ∧ σ(y,x) < 0.5. 
c. σ(x,y) ≥ λ ∧ (0.5 ≤ σ(y,x) ≤ λ) ∧ (σ(x,y) − σ(y,x)) ≥ β. 

3. xQy, Weak preference: Corresponds to the existence of reasons in favor of x 
over y, but that are not sufficient to justify strict preference. xQy is modeled 
by the conjunction of the following propositions: 

a. σ(x,y) ≥ λ ∧ σ(x,y) ≥ σ(y,x). 
b. ¬xPy. 
c. ¬xIy. 

4. xRy, Incomparability: There is no reason that justifies preference or equiva-
lence in favor of x or y. xRy is the conjunction of 

a. σ(x,y) < 0.5. 
b. σ(y,x) < 0.5. 

5. xKy, K-Preference: There exist reasons for justifying preference in favor of x, 
but with no significant division established between xPy and xRy. xKy is held 
if the conjunction of following propositions is true: 

a. 0.5 ≤ σ(x,y) < λ. 
b. σ(y,x) < 0.5. 
c. σ(x,y)- σ(y,x) > β/2 

Let O be the set of alternative portfolios found by an algorithm, we can calculate 
the number of portfolios that are strictly preferred to each x ∈ O as follows: 

S(O,x) = {y∈O | yPx},     (7) 

and, from this, the non-strictly outranked frontier in O is defined as NS(O) = 
{x∈O | S(O,x) = ∅}. The best compromise is in NS(O). However, it is possible to 
identify more “weak” preference relations in the set, defining: 

W(O,x) = {y∈O | yQx ∨ yKx}.     (8) 

Using Equation 8, the non-weakly outranked frontier in O is defined as NW(O) = 
{x∈O | W(O,x) = ∅}. The best compromise is in NS(O) and NW(O). Even within 
the set NW(O), a third measure of preference can be established. Consider the pre-
ference flow for an alternative x as: 

 ( )
{ }

F , ( , ) ( , )n
y O x

O x x y y xσ σ
∈ −

= − ,  (9) 
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note that Fn(x) > Fn(y) denotes a kind of preference relation x on y. Similar to 
W(O,x) and S(O,x) sets, F(O,x) may be defined as: 

F(O,x) = {y∈O | Fn(y) > Fn(x)},   (10) 

and the non-net-flow outranked frontier in O is defined as NF(O) = {x∈O | F(O,x) 
= ∅}. A solution x with |F(O,x)|=0 should match with the preferences better than 
another with a higher value. Thus, identification of the best compromise can be 
expressed as: 

x* = arg minx∈O {|S(O,x)|, |W(O,x)|, |F(O,x)|}.

 

 (11) 

In Equation 11, the minimization is lexicographical; this involves the minimiza-
tion of the three objectives in order. 

3   Related Works 

Several algorithms have been developed to solve SPP with synergy, which range 
from deterministic heuristic algorithms to more sophisticated metaheuristic tech-
niques. The options in the handling of synergy have been basically two: 1) Mod-
ifying the multiobjective evaluation function and 2) Adding artificial projects 
representing the synergic group, and then add redundancy relations that prevent 
the artificial project appears at the same portfolio that some project of that group. 

P-ACO (Pareto Ant Colony Optimization) [6] is an algorithm based on the 
known metaheuristic of Ant Colony to generate the Pareto front with the most ef-
ficient portfolios. Each ant generates a candidate portfolio, and the amount of phe-
romone deposited by such ant is inversely proportional to the number of solutions 
that dominate it. The algorithm stores the solutions that have never been dominat-
ed, which form an approximation of the Pareto front. P-ACO is able to deal with 
the synergy between projects, salient characteristic in the algorithm. The algorithm 
only considers the handling of synergy between groups of two projects. No con-
sideration is made about the DM’s preferences and the synergy is handling by 
modifying the multiobjective function. 

APS (Adaptive Sampling Pareto) [20] is an algorithm that uses a sampling ap-
proach for estimation of the Pareto front, based on Monte Carlo simulation me-
thod. APS allows the portfolios selection considering synergy between projects. 
APS is compared with P-ACO over a hundred instances of test, outperforms it. No 
preference model is considered and the synergy is handling by modifying the mul-
tiobjective function. 

RPM (Robust Portfolio Modeling) [18] is a support tool for multiobjective de-
cision making for project selection. RPM has an algorithm that develops a com-
prehensive search with dynamic programming to find all optimal portfolios, which 
then are indexed according to the DM’s criteria through a weighted sum of the ob-
jectives. The synergy is handling by means of adding artificial projects and extra 
redundancy relations. 

SS-PPS (Scatter Search for Project Portfolio Selection) [3] is an algorithm 
based on scatter search that addresses the problem of the portfolio selection.  
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SS-PPS has basically two stages, the first generates a set of efficient starting 
points using Tabu Search, and the second stage improves the initial set by Scatter 
Search. No consideration is made about the DM’s preferences and the synergy is 
handling by modifying the multiobjective function. 

4   Proposed Algorithm 

Our algorithm, ACOS-SPP (Ant-Colony Outranking System for SPP) is an ant co-
lony algorithm for solve social portfolio problem. It takes ideas from Dorigo’s 
ACS [7], but incorporates changes in the constructing and updating phases for tak-
ing into account the preference model. As most ACO algorithms, ACOS-SPP has 
two phases: constructing and updating. 

During ACOS-SPP constructing phase, each ant selects a portfolio, choosing 
project by project until the budget is over. The way for selecting next project to 
portfolio is named selecting rule. 

Afterwards, the updating phase is performed. All portfolios are evaluated by the 
preference model (Section 2.2), obtaining the three non-outranked fronts: NS, NW 
and NF, then pheromone is evaporated and each ant drops pheromone according 
to non-outranked front of its portfolio. 

In this section is described the pheromone structure, and constructing and up-
dating phases for ACOS-SPP. 

4.1   Pheromone Structure 

The pheromone is modeled as a two-dimensional matrix with a size N×N, where N 
is the total of projects, so τ has two entries. τi,j is the preference of having the 
projects i and j in the same portfolio. The values of τ is in (0, 1], being one the ini-
tial value. The pheromone is decreased with a constant factor, ρ, once at the end of 
each iteration. 

4.2   Constructing Phase 

The next project selection depends on the selection rule: 
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where jx is the next project to be incorporated in portfolio x, X is the project list, 
Ω(x,i) is a function that evaluates the expected benefit to incorporate i to portfolio 
x, L is the roulette selection function based on Ω(x,i), ℓ is a function that randomly 
selects an available project, and ℘ is a pseudo-random number between zero and 
one with uniform distribution. The benefit function Ω(x,i) may be defined as 
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where x is the current portfolio, i is the candidate project for being added to x, ηi is 
known as local knowledge, and is a measure of benefit of the project i, τi,j is the 
pheromone between projects i and j, and w is a weight factor between local know-
ledge and the pheromone. The local knowledge ηi may defined as 

( )

( )

0

0

1
f

1
max f

p

j
ji

i p

k X j
jk

i
c

k
c

=

∈
=

 
 
 η =
   
  
   




,    (14) 

where ci is the cost of project i, p is the total of objectives, fj(i) is the objective 
function of project i in the j-th objective, and X is the candidate project list. A high 
value ηi indicates that the project i has high objectives values with a low cost. 

According to Equation 12, the selection rule has three phases: 1) Exploitation 
(if ℘ ≤ α1), the project with highest value of Ω is selected, 2)Exploitation-
Exploration (α1 < ℘ ≤ α2), a roulette selection function is used to promote the best 
projects but not totally ignore those with low values in Ω, and 3) Exploration, 
where a project is randomly selected to promote constructing of new portfolios. 

The first term in Equation 13 favors projects with high values in η, and the 
second term favors projects with high pheromone with the current portfolio which 
is being constructed. The last term allows sensing the performance of the portfolio 
when completed. 

4.3   Updating Phase 

An ant lays pheromone depend on the portfolio created, according to 
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where i and j are projects in the portfolio c, NS is the non-strictly outranked front, 
NW is the non-weakly outranked front and NF is the non-net-flow outranked 
front. 
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5   Experimental Results 

In this section, tests to verify the quality of the results are reported. This section 1) 
provides the experimental conditions of the tests, and 2) verifies the quality of the 
results obtained for each type of synergy handling. 

5.1   Experimental Conditions 

The following configuration corresponds to the experimental conditions that are 
common to the tests described in this section: 

1. Software. Operating system, Microsoft Windows 7; programming language, 
Java; compiler, JDK 1.6 

2. Hardware. Computer equipment dual-processor Xeon (TM) CPU 3.06 GHz 
in parallel and 4 GB RAM. 

3. Instances. Two groups of 30 instances and nine objectives each one. One 
group with 25 projects, and the second one with 100 projects. 

4. Addressed synergy types: Redundancy and synergy in objective functions 
(negative and positive). For instances of 25 projects, there are between three and 
six synergetic relations; for instances of 100 projects, between 12 and 24. 

5. Performance measurement. Performance is measured according to the num-
ber of Non-Outranked Solutions(NOS) found by the algorithm. In this work, a 
portfolio x is considered as NOS if has S(O,x) = 0, W(O,x) = 0 and F(O,x) = 0. 

6. Parameters values: The values of the preference model parameters are λ = 
0.67, β = 0.1 and ϵε = 0.05. The values of ACOS-SPP parameters are w = 0.35, α1 
= 0.7, α2 = 0.2 and ρ = 0.05. 

7. ACOS-SPP stop criteria: ACOS-SPP finishes if any of following conditions 
occurs: 

a) 1000 iterations are reached. 
b) NS, NW, NF fronts remain unchanged for ten iterations. 

5.2   Comparison between Synergy Handling Techniques 

For instances of 25 projects, an enumerative search was performed for knowing 
the NOS. Moreover, two versions of ACOS-SPP were created; the first handles 
the synergy into the multiobjective function, and the second one adding artificial 
projects. Figure 1 presents a performance comparison chart between both synergy 
techniques. As can be observed, except for three instances, both methods find the 
optimal solution. No relevant difference on execution time was observed. 

For instances of 100 projects, it was not possible to perform an enumerative 
search. The preference model was applied to the results provided by each version 
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of the algorithm, and the amount of NOS found for each was counted. Figure 2 
presents these results. The performance difference in favor of “synergy in the ob-
jective function” was 15% on average. 

 

Fig. 1. Performance on instances of 25 projects 

Furthermore, significant differences in the execution time were observed. In 
Figure 3 shows the time run consumed by each version of the algorithm. The time 
reduction averaged 11% by using “synergy in the objective function”. 

 

Fig. 2. Performance on instances of 100 projects 
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Fig. 3. Execution time on instances of 100 projects 

6   Conclusions and Future Work 

This article was elaborated to select one of the two most used forms to handle the 
synergy, and add it into an ant colony algorithm to solve SPP, called ACOS-SPP. 
The choice had to be made based on experimental evidence. According to Section 
5.1, handling of synergy as an adaptation of multiobjective function offers a better 
performance, in terms of the solution quality and execution time, at least in the 
instance sets used. 

It is important to note that adding artificial projects and redundancy rules is 
more flexible. In this way, all synergy type presented in Section 2.1 can be 
addressed, whereas the other needs more specific changes for each synergy type, 
either in the multiobjective function or in feasibility conditions. Despite its 
flexibility, it increases the number of unfeasible combinations by adding artificial 
projects, which can affect the performance of search algorithms, as was the case of 
ACOS-SPP. 

On the test instances used, there was an average increase of 15% in 
performance, and a 11% reduction of consumed time, by adapting the objective 
function instead of adding artificial projects. 

As future work, we plan to include all synergy types of the Section 2.1. 
Moreover, to solve other SPP cases, for example partial supporting and 
scheduling. 
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Abstract. This paper promotes the application of empirical techniques of analysis 
within computer science in order to construct models that explain the performance 
of heuristic algorithms for NP-hard problems. We show the application of an ex-
perimental approach that combines exploratory data analysis and causal inference 
with the goal of explaining the algorithmic optimization process. The knowledge 
gained about problem structure, the heuristic algorithm behavior and the relations 
among the characteristics that define them, can be used to: a) classify instances of 
the problem by degree of difficulty, b) explain the performance of the algorithm 
for different instances c) predict the performance of the algorithm for a new in-
stance, and d) develop new strategies of solution. As a case study we present an 
analysis of a state of the art genetic algorithm for the Bin Packing Problem (BPP), 
explaining its behavior and correcting its effectiveness of 84.89% to 95.44%. 

1   Introduction 

Most optimization problems in the real world belong to a special class of problems 
called NP-hard, which means that there are no known efficient algorithms to find 
the optimal solution in the worst case. To solve these problems, the efforts of 
many researchers have resulted in a variety of heuristic algorithms that have 
shown satisfactory performance. However, to date there is no algorithm that is 
best for all possible situations. One of the main challenges of behavioral analysis 
of heuristic algorithms is to identify what strategies make an algorithm to show an 
improved performance and under what conditions they get it. 

In this paper we formulate an experimental approach for a comprehensive study 
of the optimization process in order to identify inherent relationships among the 
factors that affect the algorithmic performance. The proposed approach combines 
methods of exploratory data analysis and causal inference in three stages. In the 
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characterization phase factors that influence performance are identified and quan-
tified by indexes. In the characteristics refining stage incorrect and redundant in-
dexes are discarded. In the study of relations stage an analysis of the characteris-
tics of the optimization process is made in order to obtain performance relations 
that eventually will become algorithm behavior explanations. 

To evaluate the contribution of the proposed approach we performed a study of 
the optimization process for the Bin Packing Problem (BPP). BPP is considered 
NP-hard [1, 2] and consists in packing a set of n items of different sizes 
W={w1,…,wn} in the minor number of fixed size bins without violating the capaci-
ty c of any bin. BPP has an extensive number of industrial and logistic applica-
tions and frequently happens as a sub-problem in several practical problems [3, 
13]. The case study confirms the importance of applying exploratory data analysis 
as a guide for understanding the performance of algorithms. 

2   Performance Analysis of Heuristics Algorithms 

The so-called NP-hard problems are of great interest in computer science. One 
feature of these problems is that the exact algorithms used to solve require an ex-
ponential amount of time in the worst case. In other words, these problems are 
very difficult to solve [1]. In these conditions it is necessary to use heuristic algo-
rithms that provide approximate solutions in a reasonable time, but do not guaran-
tee the optimal solution. Heuristic algorithms are procedures that used strategies 
based on common sense in order to obtain high quality solutions (not necessarily 
optimal) to complex problems efficiently. 

The criteria for measuring the performance of heuristic algorithms depend on 
the methods chosen for characterization, which can be theoretical or experimental. 
In the first, for each algorithm, mathematical analysis are used to determine the 
amount of resources required as a function of the size of the better, worse or aver-
age case. The latter is based on experimentation for the characterization and, un-
like the theoretical methods, allows describing the behavior of specific cases. 

The theoretical study of heuristics algorithms performance is unusual, because 
the randomness in some of these algorithms and the complexity of the optimiza-
tion problems that impede a proper mathematical analysis. Moreover, the applica-
bility of the theoretical results is very limited, because these are obtained based on 
idealized conditions that do not occur in practical situations [4, 5]. 

Despite the importance of the experimental analysis of performance, this has 
not been sufficiently exploited in the study of heuristics algorithms. One of the 
reasons which make difficult this study is that, generally, the algorithms are consi-
dered as black boxes whose inner workings are unknown. 

Recent works propose tools that can be taken into account to assist the analysis 
of the factors that influence the algorithmic performance and thus the explanation 
of performance [4, 6, 7, 8, 9]. In general, tools for data analysis (factors) proposed 
in these works can be grouped into two categories: exploratory data analysis tech-
niques and confirmatory data analysis techniques.  

In the exploratory data analysis (EDA) the aim is to obtain knowledge of the 
data set and its underlying structure. Includes statistical methods, tabular  
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comparisons, graphical analysis, causal inference and multivariate analysis that 
make possible the construction of a model that describes the set of relations of the 
factors under study [10, 11, 12]. 

Confirmatory data analysis (better known as statistical hypothesis testing), be-
gins with assumptions (models) about functional relationships between variables 
(factors) of the data. Includes estimations of parameters of the models and statis-
tical hypothesis testing to complement and validate proposed models [8, 11, 12]. 

The identification of appropriate data analysis techniques for the types of prob-
lems and opportunities that occur when analyzing the algorithmic performance is a 
research area still in development. The selection of tools to use depends on the 
characteristics of the data under study (problem and algorithm). For example, 
graphical methods of exploratory data analysis are most appropriate to analyze 
trends in large multivariate data sets. Also, methods of confirmatory data analysis 
can be problematic, depending on how much knowledge exists about the function 
(model), therefore, methods of data analysis, with exploratory bases, that do not 
start assuming functional relationships between the factors studied, are most ap-
propriate when the objective is to discover relationships and evaluate various 
models [4]. 

3   Characterization of the Optimization Process 

The characterization of the problem and the solution process is an essential part in 
the performance analysis of algorithms, and allows identifying the factors that in-
fluence the algorithmic behavior. A quality performance analysis requires the de-
finition of appropriate indexes to quantify the features that impact final perfor-
mance. 

 

Fig. 1. The optimization process of a problem 

To gain insight into the performance of a heuristic algorithm on an optimization 
problem, it is necessary to make a comprehensive study of the entire solution 
process. The optimization process can be understood as the act of solving an opti-
mization problem (input) using an algorithm (process), obtaining a final solution 
(output). This process is illustrated in Figure 1. 

The input consists of an instance of the optimization problem to solve, com-
posed of a set of specific parameters that define it. The process includes the set of 
strategies used to solve the problem, like the functions and parameters used by the 
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algorithm. The output provides the solution of the problem and some important 
measures of performance, like number of iterations and execution time. 

4   An Experimental Approach to Study the Optimization 
Process 

Figure 2 shows the proposed approach for the experimental analysis of heuristics 
algorithms in optimization problems. The main objective of the characterization 
stage is to identify, in each phase of the optimization process, relevant and mea-
surement feasible performance factors. These factors are characterized through 
characterization functions (indexes) that provide useful information to describe the 
algorithmic performance. In the second stage, characteristics refining, the indexes 
defined in the characterization stage are analyzed using exploratory techniques in 
order to rule out incorrect, redundant or irrelevant indexes. If necessary, new in-
dexes are defined using multivariate analysis techniques. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 2. Experimental approach to study the performance of heuristic algorithms 

CHARACTERIZATION 

CHARACTERISTICS REFINING

STUDY OF RELATIONS
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In the third stage, study of relations, an exploratory analysis of the characteris-
tics of the optimization process is done in order to obtain performance relations 
that explain the behavior of the heuristic algorithm under study. For this purpose 
we use multivariate statistical methods, tabular and graphical analysis, data visua-
lization techniques and causal analysis. The knowledge gained as a result of the 
study of relations allows understanding the behavior of the heuristic algorithm, 
explaining how its final performance is affected by several factors that cause it, vi-
sualizing possible improvements in its structure. 

5   Case Study: Bin Packing Optimization Process 

In this section we present the application of the proposed experimental approach 
to the characterization of the bin packing problem (BPP) by analyzing the perfor-
mance of a state of the art genetic algorithm named HGGA-BP [13]. We introduce 
a new set of indexes for BPP and the algorithm behavior characterization; in addi-
tion, we show the redesign of HGGA-BP algorithm structure and present new ex-
perimental results. 

5.1   Phase 1: Characterization 

This stage is carried out to characterize the optimization problem, the behavior of 
the algorithm of interest and the final performance. Having identified the factors 
that influence the optimization process, it is analyzed which aspects can be meas-
ured in each category, and indexes that characterize these factors are defined. 

Bin Packing Characterization 

Characterize the structure of an instance of BPP is a key to predict the behavior 
that will have a heuristic algorithm at the time of the solution. It is known that  
factors like the number of items, the central tendency of the weights and their dis-
tribution, impact the degree of difficulty that an instance can have on a solution 
algorithm. The challenge is to formulate indicators that quantify these factors. 

We carried out the compilation of 1668 benchmark instances recognized by the 
scientific community. These test instances were taken from Internet sites [14, 15, 
16, 17]. Descriptive information for each instance of the problem is characterized 
by indexes which use information from the parameters of the problem in that in-
stance. Different authors have proposed set of indexes for the characterization of 
BPP [18, 19].  

With the goal of modeling the structure of a instance, Pérez and Cruz [18] for-
mulated a specific-purpose indexes set, formed by five difficulty indexes: instance 
size (p), occupied capacity (t), dispersion (d), factors (f), and bin usage (b). In oth-
er work, Álvarez [19] proposed 21 indexes based on descriptive statistics, these 
indexes characterize the weight distribution of the BPP items and can be grouped 
into four categories of statistical measures: centralization, dispersion, position and 
form of the frequency distribution of the weights. We studied all these indexes by 
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w/c

analyzing if they allowed discriminating between different BPP instances. To as-
sist in this study and contribute with the characterization of BPP, each instance 
was plotted showing the distribution of the weights of items in relation to the bin 
capacity. 

 
 
 
 
 
 
 
 
 
 
 

 

Fig. 3. Weight distribution graph for a BPP instance 

Figure 3 shows the distribution plot of a BPP instance. At the top of the plot 
one can see the name of the instance (I: u1000_00), the bin capacity (c: 150) and 
the number of items (n: 1000). The horizontal axis represents the weight of the 
items as a percentage of the bin capacity (0 < wi/c ≤ 1). The vertical axis counts 
the number of items in each weights percentage. As it can be observed, the 
weights of the items are uniformly distributed between 13% and 67% of the bin 
capacity. The chart also shows that the number of items with each weight varies 
between 6 and 31. 

 
 
 
 
 
 
 

Fig. 4. Different weight distribution graphs for a BPP instances 

Figure 4 shows representative plots of the set of instances. It can be observed 
the variety of forms of the frequency distribution of the weights of the items, as 
well as the ranges of weights, suggesting the importance of a correct characteriza-
tion of these factors. The analysis of the distribution plots allows identifying  
differences between different classes of instances and helps to discover characteri-
zation indexes. 

I: u1000 00  c: 150 n: 1000

n
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The study of the weight distribution graphs revealed that the indexes proposed 
in previous works for BPP characterization are able describe much of the structure 
of an instance of BPP. However it seems that there are certain aspects that were 
not taken into account by the authors, factors that are important to point out differ-
ences between instances. In this work we propose five new indexes of characteri-
zation. These new indexes can: locate the distribution range of the set of weights, 
identify important trends in the weights of items, measure the frequency of repeti-
tion of the weights, and contribute to the characterization of the form of the distri-
bution of the weights. These indexes are defined below. 

Lower_Weight and Upper_Weight indexes, respectively, represent the weight 
of the smallest and the biggest item, in relation to the bin capacity, and allow lo-
cating the beginning and the end of the weights distribution.  

Multiplicity characterizes the average number of repetitions of each weight and 
helps to identify trends or peaks in the weights frequency distribution. Equation 1 
defines this index, mi is the number of items with weight si ϵ S, where S include 
the n̂  different weights, without repetitions ( nn ≤≤ ˆ1 ). 
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Max_Repe index represents the maximum frequency of repetition of a weight in 
the set of items. Comparing this measure values with those of Multiplicity index, 
may suggest the existence of points of the weights frequency distribution having a 
greater accumulation items. 

Uniformity measures the degree of uniformity of the weights distribution, from 
the division of the range of the weights into four segments of equal magnitude and 
the differences between the expected number and the actual number of items in 
each subrange. Given: n (number of items),  W = {wi : wi<wi+1}, 1 ≤ ∀ i ≤ n (array 
of weights in increasing order),  R = max(W) - min(W) (range of the weights), ri = 
min(W)+iR/4, 0 ≤ i ≤ 4 (division of subranges). The set of items contained in each 
subrange j is:     Bj = {w ϵ W : rj-1< w ≤ rj}, 1 ≤ j ≤ 4. Equation 2 measures the de-
gree of uniformity of distribution of the set of weights. A value of Uniformity 
close to one represents a uniform distribution. 
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Algorithm Characterization 

The behavior of the algorithm was measured by three indexes: a) New_individuals 
which is the average number of new individuals added to the population in each 
generation; b) Deviation_Fitness characterizes the average deviation in the fitness 
of the solutions of the population; c) Deviation_Best represents the deviation in 
the fitness of the best solutions of each generation [13]. 



368 C.M. Quiroz et al. 

Final Performance Characterization 

The final performance of the algorithm was measured by means of three indexes: 
a) Theoretical_Ratio, which is the ratio between, the number of bins of the ob-
tained solution, and the number of bins of the optimal solution; b) Best_Fitness, 
the fitness of the best solution obtained, for an instance of BPP, in r runs of the al-
gorithm; c) Generation, represents the generation in which the algorithm finds the 
best solution for an instance. 

5.2   Phase 2: Characteristics Refining 

After an initial review of BPP indexes, it appears that several features of the struc-
ture of the problem (BPP) are characterized by a large number of indexes, so it is 
possible that some of them are redundant or unnecessary. The exploratory analysis 
of the measures helps to verify this fact. The correlation matrix, revealed the exis-
tence of association between certain variables that characterize the centralization, 
dispersion and form of the weights distribution. If there are lineal associations be-
tween pair of variables it is possible that statistical analysis based in the correla-
tion matrix does not make sense or produce incorrect results. To avoid this, some 
indexes were discarded to eliminate redundancy and possible problems in future 
analyzes. Overall, it was decided to keep indexes requiring fewer calculations. 

Having identified the new set of indexes, it is necessary to analyze the contribu-
tion and consistency of each measure. The aim of this study is to identify and 
eliminate those indexes that do not provide meaningful information for the charac-
terization of the structure of the BPP instances. Inconsistent or incorrect indexes 
only add wrong information to the description of an instance and do not allow dis-
criminating between instances of different nature. 

An example of inconsistent indexes can be seen in Figure 5 that shows two 
scatter plots for characterization indexes of central tendency (Mode and t),  
 

 

Fig. 5. Scatter plots for Mode, t, d and Pearson_Asymmetry for BPP instances 
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dispersion (d) and form (Pearson_Asymmetry). These indexes were applied to the 
characterization of five sets of instances with different structures. In the first plot, 
we use the index Mode proposed by Álvarez [19] as a measure of central tendency 
of the set of weights of items and it can be seen that this measure cannot discrimi-
nate between different instances. In the second plot, substituting Mode for t  
proposed by Pérez and Cruz [18], it can be clearly seen the importance of the in-
formation provided by the latter, by interacting with d and Pearson_Asymmetry; 
the different instances sets are better identified in groups. 

The exploratory data analysis suggested that indexes Mode, Quartiles, Deciles, 
Percentiles, Pearson_Coefficient_Mode, Bowley_Skewness and Standard_Error 
adapted for BPP by  Álvarez [19] did not offer significant information for the cha-
racterization and some of their values are inconsistent with the structure of the 
BPP instances. 

The exploratory analysis of the indexes for BPP showed the contribution and 
importance of each, in the characterization of the problem. Starting from an initial 
set of 31 indexes, 10 were discarded due to redundancy and other 7 were eliminat-
ed by their inconsistency or no contribution. The final set of characterization in-
dexes is shown in Table 1. 

Table 1. Final set of BPP characterization indexes 

Type Indexes 
Size p [18] 
Centralization t [18] 

Dispersion 
Range [19] 
Variation_Coefficient [19] 
d [18] 

Form 
Pearson_Coefficient [19] 
Kurtosis [19] 
Uniformity [This work] 

Location 
Lower_weight [This work] 
Upper_weight [This work] 

Relations 
items/Bins 

f [18] 
b [18] 

Multiplicity 
Multiplicity [This work] 
Max_Repe [This work]  

 
The first component, called Variability, measures the variation of the weights 

of items and groups the measures of central tendency, dispersion and location. The 
second, called Form, describes the weight distribution, grouping measures of 
form, location and size of the problem. The last component, called Multiplicity, 
measures the frequency of occurrence of the weights of items. 

The principal components allowed plotting the characteristics of the six groups 
of instances, in Figure 6 is possible to distinguish clearly between six different 
classes of instances analyzed. 
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Fig. 6. Scatter plot for the first three principal components of the set of indexes 

The analysis of the scatter plot of the weights distribution (defined in Section 
5.1) proved the accuracy and discriminatory power of the proposed indexes, be-
cause the similarities and differences between the characteristics of the instances 
belonging to the six sets agree with those observed in the plots. 

The analysis of algorithm and final performance measures showed that there 
were no incorrect, redundant or inconsistent indexes, as each captures important 
aspects of HGGA-BP algorithm and its performance. 

5.3   Phase 3: Study of Relations 

In this stage, the final set of indexes of characterization is studied in order to dis-
cover relationships of performance detailing the structure of the optimization 
process. The main objective of this study is to gain knowledge that could explain 
the performance of the algorithm. 

To explain the optimization process is necessary to analyze the relation be-
tween the characterization indexes that define: the structure of BPP instances, the 
behavior shown by the algorithm and the final performance. These relationships 
were obtained by means of the association analysis, scatter plots and causal infe-
rence. Initially all the analyses were performed on the entire set of instances, for 
an overview of the performance relationships that define the behavior of the algo-
rithm and the difficulty of the BPP instances. 

In order to discover the underlying relation structure between BPP characte-
ristics and the final performance of the algorithm we use causal inference. The 
PC learning algorithm of the TETRAD tool [20] was applied for automatically 
learning a causal model from the measures of the principal components of BPP 
(Variability, Form and Multiplicity) and the three performance indexes (Theo-
retical_Ratio, Best_Fitness and Generation). The causal graph obtained 
through the analysis is presented in Figure 7, which clearly shows that BPP in-
stances characteristics have a direct influence on the final performance of the 
algorithm.  
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Fig. 7. Causal relations between problem characteristics and final performance 

Figure 8 shows the causal graph for the algorithm characteristics (Devia-
tion_Fitness, New_individuals and Deviation_Best) and the final performance. It 
seems that New_individuals measure (highlighted in yellow) have no relation to 
the final performance, it seems that the procedures used to create new individuals 
are not helping to escape from local optima. 

 

Fig. 8. Causal relations between algorithm behavior and final performance 

Figure 9 includes two scatter plots that associate problem and algorithm behavior 
measures and the theoretical radius of the final solutions of the algorithm. Each plot 
shows the way a feature of problem (t is average weight of the items) affects the be-
havior (Deviation_Best and Deviation_Fitness) and the final performance of the  
algorithm (Teoretical_Ratio). From the examination of the plots it can be seen that 
instances with large items are the easiest. Also, in some cases, diversification of the 
population helps the algorithm to find better solutions. The plot a) shows a very im-
portant algorithmic behavior: for instances with small and medium weight the algo-
rithm does not achieve good results when the best solutions are highly associated 
with each other, indicating that the algorithm is stuck at local optima. In plot b) we 
use different colors to highlight different sets of instances, it can be observed that 
within the same class of instances there are easy and difficult cases. 

 

Fig. 9. Relations between problem, algorithm and final performance measures 

a) b) 
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Figure 10 shows scatter plots illustrating the behavior shown by the algorithm 
in two instances classes. The difference in the complexity inside every instance 
class appears to be caused by the shape of the weight distribution as well as the 
multiplicity and size of the problem. The instances for which the optimal was 
found were marked in blue and the more "difficult" were marked with black. 

 

Fig. 10. Relations between problem, algorithm and performance measures 

After analyzing the performance relations we can infer the following algorithm 
behavior explanations: 

− The main features that reflect the degree of difficulty of an instance of BPP are 
the central tendency and variability of the weights of items. 

− For instances that have similar values of central tendency and variability meas-
ures, the degree of difficulty of the instances is influenced by the form and mul-
tiplicity of the set of weights. 

− The easier instances are those with larger items and greater variability in the 
weights of items. 

− The bigger the problem, relative to the size of the bin (this implies that the 
items are large and/or there are many items), the instance is easier; this may 
possibly be because the solution space is smaller and flatter. 

− The strategies included in the algorithm had good results for instances with 
large items but do not appear to be adequate to address instances with medium 
and small items. 

− For "difficult" instances, strategies for generation of individuals do not allow to 
add diversity in the population and genetic operators do not lead the algorithm 
to new regions. 

5.4   Redesign of the Algorithm and Performance Improvement 

The algorithm behavior explanations gained from the experimental analysis of the 
optimization process of the HGGA-BP algorithm showed that the strategies used 
for the creation of solutions and the search space exploration were not helping the 
algorithm to obtain good solutions for instances with medium and small items, this 
knowledge was used to redesign the algorithm structure by modifying the proce-
dures that had the greatest impact on the algorithm performance.  
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After a detailed analysis of the main strategies that define the structure and be-
havior of the algorithm, the procedures used for the creation and exploration of so-
lutions were modified in order to include a greater diversification and exploitation 
of the search space. We incorporated efficient random heuristics to increase the 
solutions diversity and to prevent the premature convergence of the algorithm 
[13].  

Diversification was added to the population by: a) including different packing 
strategies in the creation of individuals; b) increasing the size of the population; c) 
adding new individuals to replace individuals with repeated fitness. 

Intensification was added to the search by: a) including a new strategy to im-
prove the filling of the bins; b) including a new crossover operator for good solu-
tions; c) including a new crossover operator for the improvement of solutions  
fitness. 

The application of the knowledge obtained in the analysis of the characteristics 
of the optimization process of BPP using the algorithm HGGA -BP, yielded a sig-
nificant improvement in the performance of the algorithm. The final results are 
shown in Table 2, which includes the results obtained by the old and the new ver-
sion of the algorithm. For every class of instances, it first shows the number of test 
cases (Column inst.), followed by the results obtained by each version of HGGA-
BP: the number of optimal solutions found (Column opt.), the average execution 
time measured in seconds (Column time (s)) and the average generation (Column 
gen.). 

The experimental results make obvious the usefulness and applicability of the 
algorithm behavior explanations obtained by means of the experimental approach 
proposed in this work. The effectiveness of the heuristic algorithm HGGA-BP was 
improved from 84.8% to 95.4%. Also, it was possible to outperform results of the 
best state of the art algorithms. HI-BP algorithm [21] was outperformed in three 
instances of the Gau 1 set (TEST0058, TEST0082 and TEST0005). Perturbation-
SAWMBS algorithm [22] was outperformed in three instances of Hard28 set 
(hBPP640, hBPP531 and hBPP814). 

Table 2. Improved results for the HGGA-BP algorithm 

Class inst. 
HGGA-BP Original HGGA-BP Improved 

opt. time (s) gen.  opt. time(s) gen. 
Uniform 80 52 8.53 47 79 1.67 13 
Triplets 80 0 1.90 69 80 5.14 53 

Data Set 1 720 692 2.43 43 718 2.67 19 
Data Set 2 480 450 0.57 10 480 0.90 6 
Data Set 3 10 8 1.75 8 9 8.10 77 

Was 1 100 99 0.05 6 100 0.04 3 
Was 2 100 98 0.34 28 100 0.99 32 
Gau 1 17 9 0.59 54 15 1.92 40 

Hard28 28 5 1.53 90 8 6.75 87 
NIRUP 53 3 1.09 81 3 4.45 89 
Total 1668 1416 1.88 44 1592 3.26 42 

Effectiveness  0.848   0.954   
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6   Conclusions and Future Work 

This work shows that the exploratory data analysis is useful in the study of NP-
hard problems and heuristics algorithms, because it allows identifying clearly 
what are the characteristics of the problem that impact the final performance of the 
algorithms and to what extent they do. 

We propose an experimental approach that combines exploratory data analysis 
techniques for the performance analysis of heuristic algorithms with the objective 
to explain the algorithmic optimization process. As a case study we perform a 
comprehensive study of the optimization process for the Bin Packing Problem 
(BPP) solved by a heuristic algorithm.  

We studied and characterized the structure of bin packing instances and we 
proposed 5 indexes for the bin packing characterization. The optimization process 
of BPP was explained by relations, which allowed us to understand the behavior 
of a genetic algorithm in the solution of BPP instances with different structures. 
The case study confirmed the importance of applying exploratory data analysis 
techniques as a guide for understanding the performance of algorithms. The know-
ledge gained from models of explanation led to improve performance of the 
HGGA-BP algorithm, correcting the effectiveness of 84.89% to 95.44% for a set 
of 1668 instances, outperforming the effectiveness of the best state of the art algo-
rithms in some instances. 

As future work, in the case of the genetic algorithm, we are planning to make a 
deeper study within the features of the algorithm which seem to be the most prom-
ising to increase the final performance and design new models that includes the 
impact of the parameters that control the behavior of the algorithm in order to ob-
tain more detailed explanations of the optimization process. 

In general, it is expected that the work presented in this paper represents a 
guideline to study the performance of heuristic algorithms through the application 
of exploratory data analysis techniques in other algorithms and optimization prob-
lems. The experimental approach presented in this work allows obtaining a deep 
understanding about algorithmic behavior; this knowledge can be used to improve 
the performance. 
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Abstract. The most prevalent P2P application today is file sharing, both among 
scientific users and the general public. A fundamental process in file sharing sys-
tems is the search mechanism. The unstructured nature of real-world large-scale 
complex systems poses a challenge to the search methods, becasuse global routing 
and directory services are impractical to implement. In this paper, a new ant-
colony algorithm, Adaptive Neighboring-Ant Search (AdaNAS), for the semantic 
query routing problem (SQRP) in a P2P network is presented. The proposed algo-
rithm incorporates an adaptive control parameter tuning technique for runtime es-
timation of the time-to-live (TTL) of the ants. AdaNAS uses three strategies that 
take advantage of the local environment: learning, characterization, and explora-
tion. Two classical learning rules are used to gain experience on past performance 
using three new learning functions based on the distance traveled and the re-
sources found by the ants. The experimental results show that the AdaNAS algo-
rithm outperforms the NAS algorithm where the TTL value is not tuned at  
runtime. 

Keywords: parameter tuning, search algorithm, peer-to-peer, adaptive algorithm, 
local environment, ant-colony algorithms.  

1   Introduction 

Although popular for other uses, the World Wide Web is impractical for user-to-
user file sharing as it requires centralized infrastructure such as an HTTP server. 
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In the past decade, a new class of networks called peer-to-peer (P2P) systems be-
gan to spread as a solution to the increasing demand of file sharing among Internet 
users. In P2P networks, the users interconnect to offer their files to one another 
[32]. The participants, called peers, may connect and disconnect freely, and do so 
constantly, which triggers frequent changes in the network structure [35].  
    One of the main advantages is that peers are equal in terms of functionality and 
tasks which are developed. This produces high fault tolerance and auto-
organization: peers form unstructured networks with an acceptable connectivity 
and performance. The Semantic Query Routing Problem (SQRP) consists in de-
ciding, based on a set of keywords, to which neighbor to forward the query to 
search files related with the keywords [25, 35]. 
    The lack of global structure caused that flooding-based search mechanisms have 
been mainly employed. Flooding-based mechanisms are simple, but unfortunately 
generate vast amounts of traffic in the network and may produce congestion on 
Internet. Existing approaches for SQRP in P2P networks range from simple 
broadcasting techniques to sophisticated methods [27, 32, 33]. The latter includes 
proposals based on ant-colony systems [14] that are specifically suited for han-
dling routing tables in telecommunications. There exist few algorithms used for 
SQRP, including SemAnt [25] and Neighboring-Ant Search (NAS) [11], the latter 
based on the former. In this work we propose an algorithm as an extension to 
NAS, called the Adaptive Neighboring-Ant Search (AdaNAS). AdaNAS is hy-
bridized with three local strategies: learning, structural characterization and explo-
ration. These strategies are aimed to produce a greater amount of results in a lesser 
amount of time. The time-to-live (TTL) parameter is tuned at runtime based on the 
information acquired by these three local strategies. 

2   Background 

In order to place the research in context, this section is divided in three parts. The 
first part models a P2P network with graph theory, and in we continue with struc-
tural characterization. The part describes the basic ant-colony algorithms for 
SQRP algorithms and the last part explains parameter tuning and adaptation. 

2.1   Graph Theory 

A P2P network is a distributed system that can be modeled mathematically as a 
graph, G = (V,E), where V is a set of nodes and E ⊆ V x V is a set of (symmetrical) 
connections. For more information on graph theory, we recommend the textbook 
by Diestel [13]. Each peer in the network is represented by a node (also called a 
vertex) of the graph. The direct communications among the peers are represented 
by the connections (also called the edges) of the graph. We denote by n the 
number of nodes in the system and identify the nodes by integers, V = {1, 2, 3, . . . 
, n}. Two nodes that are connected are called neighbors; the set of all neighbors of 
a node i is denoted by Γ(i). The number of neighbors of a node i is called degree 
and is denoted by ki. Two nodes i and j are said to be connected if there exists at 
least one sequence of connections that begins at i, traverses from node to node 
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through the connections of the graph, and ends at j. Such sequences of connections 
are called routes or paths and the number of connections traversed is the length of 
the route. 

2.2   Structural Characterization 

For the purpose of analyzing the structure and behavior of complex systems 
modeled as graphs, numerous characterization functions have been proposed [10]. 
There are two main types of these functions: those based on global information 
that require information on the entire graph simultaneously and those based on 
local information that only access the information of a certain node i and its 
neighborhood Γ(i) at a time. In this section we review the local structural 
characterization functions related with this work.  

2.2.1   Degree Distribution 
The degree ki of a node i is a local measure of network. P(k) denotes the number 
of nodes that have degree k, normalized by n. The measure of P(k) can be inter-
preted as the probability that a randomly chosen node i has degree k. The values of 
P(k) for      k ∈ [0, n-1] (supposing that there can only be at most one connection 
between each pair of distinct nodes) form the degree distribution of the graph. 
Whereas the degrees themselves are local properties, obtaining the degree distri-
bution is a global computation. 
    The degree distribution is widely used to classify networks according to the 
generation models that produce such distributions. Among the first and most fa-
mous generation models are the uniform random graphs of Erdös and Rényi [15] 
and Gilbert [17] that yield a binomial distribution that at the limit, approaches the 
Poisson distribution and most of the nodes in the graph have similar degrees [9]. 
    In the past decade, another type of generation models became popular as vari-
ous studies revealed that the degree distribution of some important real-world 
networks (including the WWW, the Internet, biological and social systems) was 
not Poisson distribution at all, but rather a power-law distribution [1, 2, 16], P(k) ∼ 
k-γ with values of γ typically ranging between two and three. The models that  
produce such distributions are called scale-free network models. The notable 
structural property in networks with powerlaw distribution is the presence of a 
small set of extremely    well-connected nodes that are called hubs, whereas a 
great majority of the nodes has a very low degree [6, 28]. This property translates 
into high fault tolerance under random flaws, but high vulnerability under deliber-
ate attack [2]. 

2.2.2   Parameter Tuning and Adaptation 
Metaheuristics offer solutions that are often close to the optimum, but with a rea-
sonable amount of resources used when compared to an exact algorithm. Unfortu-
nately, the metaheuristics are usually rich in parameters. The choice of the values 
for the parameters is nontrivial and in many cases the parameters should vary dur-
ing the runtime of the algorithm [8, 19]. 
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    The process of selecting the parameter values is known as tuning. The goal of 
offline tuning is to provide a static initial parameter configuration to be used 
throughout the execution of the algorithm, whereas online tuning, also known as 
parameter control or adaptation, is the process of adjusting the parameter values 
at runtime.  We use a discrete model for adaptation based on the proposed by Hol-
land in 1992 [22]. We assume that the system takes actions at discrete steps t = 1, 
2, 3, . . ., as this assumption applies to practically all computational System. The 
proposed model is described in section four. 

3   SQRP Search Strategies 

In this section we present the problem focused in this work. First, we describe the 
semantic query routing problem (SQRP) as a search process. Then, strategies for 
solve SQRP are shown including our proposed algorithm which uses an adaptive 
strategy for adjusting an important parameter for the search process: TTL. 

3.1   SQRP Description 

SQRP is the problem of locating information in a network based on a query 
formed by keywords. The goal in SQRP is to determine shorter routes from a node 
that issues a query to those nodes of the network that can appropriately answer the 
query by providing the requested information. Each query traverses the network, 
moving from the initiating node to a neighboring node and then to a neighbor of a 
neighbor and so forth, until it locates the requested resource or gives up in its ab-
sence. Due to the complexity of the problem [3, 24, 25, 33, 34, 35], solutions pro-
posed to SQRP typically limit to special cases.  
    The general strategies of SQRP algorithms are the following. Each node main-
tains a local database of documents ri called the repository. The search mechanism 
is based on nodes sending messages to the neighboring nodes to query the con-
tents of their repositories. The queries qi are messages that contain keywords that 
describe for possible matches. If this examination produces results to the query, 
the node responds by creating another message informing the node that launched 
the query of the resources available in the responding node. If there are no results 
or there are too few results, the node that received the query forwards it to one or 
more of its neighbors. This process is repeated until some predefined stopping cri-
teria is reached. An important observation is that in a P2P network the connection 
pattern varies among the net (heterogeneous topology), moreover the connections 
may change in time, and this may alter the routes available for messages to take. 

3.2   SQRP Algorithms 

The most popular technique for searching in P2P systems is flooding, where each 
message is assigned a positive integer parameter known as the time-to-live (TTL) 
of the message. As the message propagates from one node to another, the value of 
TTL is decreased by one by each forwarding node. When TTL reaches zero, the 
message will be discarded and no longer propagated in the system. The main  
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disadvantage of flooding is the rapid congestion of the communication channels 
[20]. Another widely used search strategy is the random walk [3]. A random walk 
in a graph is a route where the node following the initiating node is chosen uni-
formly at random among its neighbors. 

3.2.1   AntSearch 
Wu et al. [34] propose an algorithm called AntSearch. The main idea in the Ant-
Search algorithm is using pheromone values to identify the free-riders, prevent 
sending messages to those peers in order to reduce the amount of redundant mes-
sages the estimation of a proper TTL value for a query flooding is based on the 
popularity of the resources. Wu et al. use three metrics to measure the perform-
ance of the AntSearch. One is the number of searched files for a query with a re-
quired number of results, R: a good search algorithm should retrieve the number of 
results over but close to R. The second one is the cost per result that defines the 
total amount of query messages divided by the number of searched results; this 
metric measure how many average query messages are generated to gain a result. 
Finally, search latency is defined as the total time taken by the algorithm. 

3.2.2   SemAnt 
Algorithms that incorporate information on past search performance include the 
SemAnt algorithm [25, 26] that uses an ant-colony system to solve SQRP in a P2P 
environment. SemAnt seeks to optimize the response to a certain query according 
to the popularity of the keywords used in the query. The algorithm takes into ac-
count network parameters such as bandwidth and latency. In SemAnt, the queries 
are the ants that operate in parallel and place pheromone on successful search 
routes. This pheromone evaporates over time to gradually eliminate old or obso-
lete information. Also Michlmayr [25] considers parameter tuning for the SemAnt 
algorithm, including manual adjustment of the TTL parameter from a set of possi-
ble values {15, 20, 25, 30, 35} and concludes that 25 is the best value for the pa-
rameter. The adjustment of the TTL is made without simultaneous tuning of the 
other parameters.  

3.2.3   Neighboring-Ant Search 
NAS [11] is also an ant-colony system, but incorporates a local structural measure 
to guide the ants towards nodes that have better connectivity. The algorithm has 
three main phases: an evaluation phase that examines the local repository and in-
corporates the classical lookahead technique [27], a transition phase in which the 
query propagates in the network until its TTL is reached, and a retrieval phase in 
which the pheromone tables are updated. 
    Most relevant aspects of former works have been incorporated into the pro-
posed NAS algorithm. The framework of AntNet algorithm is modified to corre-
spond to the problem conditions: in AntNet the final addresses are known, while 
NAS algorithm does not has a priori knowledge of where the resources are lo-
cated. On the other hand, differently to AntSearch, the SemAnt algorithm and 
NAS are focused on the same problem conditions, and both use algorithms based 
on AntNet algorithm. However, the difference between the SemAnt and NAS is 
that SemAnt only learns from past experience, whereas NAS takes advantage of 
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the local environment. This means that the search in NAS takes place in terms of 
the classic local exploration method of Lookahead [27], the local structural metric 
DDC[29] its measures the differences between the degree of a node and the degree 
of its neighbors, and three local functions of the past algorithm performance.  

3.2.4   Adaptative Neighboring-Ant Search 
The proposed algorithm in this work, Adaptive Neighboring Ant Search (Ada-
NAS) is largely based on the NAS algorithm, but includes the adaptation of the 
TTL parameter at runtime, in addition to other changes. The mechanism that may 
extend the TTL for an ant is called the survival rule. It incorporates information 
on past queries relying on the learning strategies included in AdaNAS, basic char-
acteristics of SQRP and a set of parameters that are adjusted according to the re-
sults found when using the survival rule itself. The rule evaluates the length of the 
shortest known route that begins with the connection (i, j) from the current node i 
to a node that contains good results for the query t. The form in which the algo-
rithm operates is explained in detail later in Sections 4 and 5.  

4   AdaNAS Model  

In this section, we present a multi-agent model in order to describe the adaptive 
behavior of AdaNAS. We begin by formulating it as an adaptive system in the no-
tation presented in Section 2.2.2.  

4.1   The General Model  

The environment is the P2P network, in which two stimuli are observed: the oc-
currences of the documents being searched (I1) and the degree ki of the node i (I2). 
The environment has the following order to send stimuli: observing I1 has a higher 
priority than observing I2. AdaNAS is an ant-colony system, where each ant is 
modeled as an agent. AdaNAS has four agent types:  
 

• The query ant is accountable for attending the users’ queries and creating the 
Forward Ant; moreover it updates the pheromone table by means of evapora-
tion. There is a query ant for each node in the net and it stays there while the 
algorithm is running.  

• The Forward Ant uses the learning strategies for steering the query and when 
it finds resources creates the backward ant. It finishes the routing process 
when its TTL is zero or the amount of found resources is enough that is de-
noted by R then, it creates an update ant.  

• The backward ant is responsible for informing to query ant the amount of re-
sources in a node found by the Forward Ant. In addition, it updates the values 
of some learning structures that are the bases of the survival rule which will 
be explaining later (Section 4.2.3).  

• The update ant drops pheromone on the nodes of the path generated by the 
Forward Ant. The amount of pheromone deposited depends on quantity of 
found resources (hits) and number of edges traveled (hops) by the Forward 
Ant. 
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    The system is subdivided into four parts: the structures A to adapt to the envi-
ronment (called agents), the adaptation plan P, the memory M, and the operators 
O. Typically, A has various alternative states A1, A2, A3, . . . among which one is to 
be chosen for the system, according to the observations made on the environment. 
On the other hand, P is typically a set of rules, one or more which can be applied. 
These rules apply the operations in the set O. An operator is either a deterministic 
function, denoted as (Ai, Pj) → Ak, or a stochastic function to a probability distri-
bution over a set of states for selecting Ak. The memory M permits the system to 
collect information on the condition of the environment and the system itself, to 
use it as a base for the decision making. The observations of the environment are 
taken as stimuli that trigger the operators. 
    The routing process implemented in the Forward Ant is required to be adap-
tive, thus A is defined in function of this agent. The possible states for A are 
five: 
 
A1: No route has been assigned and the Forward Ant is at the initial node. 

The ant can be only activated when the query ant send it a query and can 
only receive once time each stimulus. 

A2: A route has been assigned and TTL has not reached zero. 
A3: TTL is zero. 
A4: Forward Ant used the survival rule to extend TTL. 
A5 = 
X: 

Terminal state is reached by the Forward Ant. 

 
    The Figure 1 shows the AdaNAS adaptive model. According to the stimuli -the 
number of documents found (dotted line, I1) and degree of the node (solid line, I2)- 
an operator is selected. The line style for state transitions follows that of the stim-
uli: dotted line for transitions proceeding from I1 and solid for I2. 
     The memory M is basically composed of four structures that store information 
about previous queries. The first of these structures is the three dimensional phe-
romone table τ. The element τi;j;t is the preference for moving from node i to a 
neighboring node j when searching by a keyword t. In this work, we assume that 
each query contains one keyword and the total number of keywords (or concepts) 
known to the system is denoted by C. 
    The pheromone table M1 = τ is split into n bi-dimensional tables, τj;t, one for 
each node. These tables only contain the entries τj;t for a fixed node i and hence 
have at most dimensions C x ⏐Γ(i)⏐. The other three structures are also three-
dimensional tables M2 = D, M3 = N and M4= H, each splits into n local bi-
dimensional tables in the same manner. The information in these structures is of 
the following kind: currently being at node i and searching for t, there is a route of 
distance Di;j;t starting at the neighbor j that leads to a node identified in Ni;j;t that 
contains Hi;j;t hits or matching documents. 
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Fig. 1. AdaNAS Adaptive Model General 

 
The adaptive plans P are the following: 
 
P1: The backward ant. Created when a resource is found; modifies M2, M3 and 

M4. 
P2: The update ant. Modifies the pheromone table M1 = τ when the Forward 

Ant reached 0 and survival rule can not to proceed. 
 

P3: The transition rule. Selects the next node applying the inherent learning 
stored in pheromone trails and in the memory structure M2 = D. 

P4: The survival rule. Proceeds when the learning stored in M2, M3 and M4 
permits to extend TTL and determines how much TTL must be extended. 

P5: The modified transition rule. A variation of transition rule that eliminates 
the pheromone and degree effects. 

 
The operators O of AdaNAS are the following: 
 
O1. (A1, I1)→A1: Documents are found and a backward ant (P1) 

updates the memory -no change in the state of 
the system-. 

O2. (A1, I2)→A2: An ant selects the route according to the tran-
sition rule (P3). 

O3. (A2, I1)→A2: Similar to O1. 
O4.(A2,I2)→{(p2;2;2,A2),  (p2;3;2,A3) }: The transition rule (P3) either keeps the ant in 

the same state with probability p2;2;2 or moves 
to state A3 with probability p2;3;2. 

O5.(A3, I1)→A3 Similar to O1. 
O6.(A3,I2)→{(p3;4;2,A4), (p3;X;2,X)}: The survival rule (P4) and update ant (P2) –
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with probability p3;4;2, the ant extends its TTL 
using P4, or -with probability p3;X;2, applying 
P2 the ant reach its terminal state. 

O7. (A4, I1)→ A4: Similar to O1. 
O8.(A4,I2)→{(p3;3;2,A3), (p3;4;2,A4)}: The modified transition rule (P5) -the ant ei-

ther stays in the same state or moves to state 
A3-. 
 

 

    The general model is illustrated in Figure 1 where can be observed the transi-
tions among states of the Forward Ant.  

4.2   Behavior Rule 

An ant-colony algorithm has rules that determine its behavior. These rules define 
why the ants construct and evaluate the solution and why the pheromone is up-
dated and used. Although the pheromone is the main learning structure, AdaNAS 
has three more: D, N and H, for know the distances toward the nodes that contain 
in its repository matching documents. AdaNAS own several behavior rules: the 
transition rule, the update rules, the survival rule and the modified transition rule. 

4.2.1   Transition Rule 
The transition rule P3 considers two structures to determine the next state: τ and D. 
The transition rule for an ant x that is searching by keyword t and is in the node r 
is the following, Equation 1:  
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L(x,r,t)                            otherwise;

 ( 1 ) 

where p is a pseudo-random number, q is a algorithm parameter that defines the 
probability of using of the exploitation technique, Γ(r) is the set of neighbors 
nodes of r, Λx is the set of nodes previously visited by x, and Equation 2, defined 
by: 
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where Wdeg is the parameter that defines the degree importance, Wdist defines the 
distance importance toward the nearest node with matching documents(Dr;i;t), β1 
intensifies the local metrics contribution (degree and distance), β2 intensifies 
pheromone contribution (τr;i;t), κ(r, i) is a normalized degree measure expressed in 
Equation 3: 
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and L is the exploration technique expressed, in Equation 4:  

,| ( )})i r∈ ΓL
x,r, i,t

(x, r, t) = f({p  
( 4 ) 

where f({px;r;i;t⏐i ∈  Γ(r)}) is a roulette-wheel random selection function that 
chooses a node i depending on its probability px;r;i;t which indicates the probability 
of the ant x for moving from r to i searching by keyword t ant it is defined in  
Equation 5: 
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    The parameters in these equations are: β1: local measure intensification parame-
ter, β2: pheromone intensification parameter, Wdeg: weight factor that defines the 
importance of the degree, Wdist: weight factor that defines the importance of the 
distance, q: the relative importance of exploitation versus exploration.  
    The tables D and τ were described in the previous section. The exploration 
strategy L is activated when p ≥ q and stimulates the ants to search for new paths. 
In case that    p<q, the exploitation strategy is selected: it prefers nodes that pro-
vide a greater amount of pheromone and better connectivity with smaller numbers 
of hops toward a resource. As is shown in the transition rule, β2 is the intensifier of 
the pheromone trail, and β1 is the intensifier of the local metrics, this means that 
the algorithm will be only steered by the local metrics when β2 = 0, or by the phe-
romone when β1 = 0. In this work the initial values are β1 = 2 and β2 = 1. 

4.2.2   Update Rules 
There are two basic update rules in an ant colony algorithm: the evaporation and 
increment of pheromone. The evaporation method of AdaNAS is based on the 
technique used in SemAnt [25], while the increment strategy is based on the pro-
posed in NAS [11]. Both update rules are described below.  
    Pheromone Evaporation Rule, the pheromone evaporation is a strategy whose 
finality is avoid that the edges can take very big values of pheromone trail causing 
a greedy behavior on the algorithm. Each unit time the query ant makes smaller 
the pheromone trail of the node where the query ant is, by multiplying the trail by 
the evaporation rate ρ, which is a number between zero and one. To avoid very 
low values in the pheromone the rule incorporates a second term consisting of the 
product ρτ0, where τ0 is the initial pheromone value. The Equation 6 expresses ma-
thematically the evaporation pheromone rule. 

, , , , 0(1 )r s t r s tτ ρ τ ρ τ← − +i i  ( 6 ) 

    Pheromone Increment Rule, when a Forward Ant finishes, it must express its 
performance in terms of pheromone by means of an update ant whose function is 
to increase the quantity of pheromone depending on amount of documents found  
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and edges traversed by Forward Ant. This is done each time that an update ant 
passes on one node. The Equations 7 and 8 describe the pheromone increment 
rule. 

, , , , , , ( )r s t r s t r s t xτ τ τ← + Δ  ( 7 ) 

where τr;s;t is the preference of going to s when the Forward Ant is in r and is  
searching by keyword t, Δτr;s;t(x) is the amount of pheromone dropped on τr;s;t by a 
backward ant generated by the Forward Ant x and can be expressed like: 
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where hits(x, s) is the amount of documents found by the Forward Ant x from s to 
end of its path, and hops(x, r) is the length of the trajectory traversed by the For-
ward Ant x from r to the final node in its route passing by s. 

4.2.3   Survival Rules 
As can be seen in Figure 2, P1 (the backward ant) updates the memory structures     
M2 = D, M3 = N, and M4 = H. These structures are used in the survival rule (P4) to 
increase time to live. This survival rule can be only applied when TTL is zero (see 
Figure 2(c)). The survival rule can be expressed mathematically in terms of the 
structures H, D and N as see in Equation 9: 
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where ΔTTL(x, i, t) is the increment assigned to the TTL of ant x (that is, number 
of additional steps that the ant will be allowed to take) when searching for re-
sources that match to t, currently being at node i. The number of additional steps 
Di;ω(x;i;t);t for arriving in the node ω(x, i, t) is determined from the shortest paths 
generated by previous ants, and is taken when its associated efficiency Ω(x, i, t) is 
better than Zx which is a measure of current performance of the ant x. The auxil-
iary functions are shown in Equations10 and 11: 
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(11) 

where Γ(i) is the set of neighbors of node i and Λx is the set of nodes previously 
visited by the ant x. The tables of hits H, of distances D, and of nodes N were ex-
plained in the previous section. The function ω(x, i, t) determines which node that 
is neighbor of the current node i and that has not yet been visited has previously 
produced the best efficiency in serving a query on t, where the efficiency is meas-
ured by Ω(x, i, t). 
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4.2.4   Modified Transition Rule 
The modified transition rule is a special case of transition rule (see Equations 4 
and 5) where β2 = 0, Wdeg = 0 and q = 1. This rule is greedy and provokes the rep-
lication of paths generated by previous ants. This rule takes place when TTL has 
been extended canceling the normal transition rule. Mathematically can be ex-
press in Equations 12 and 13, like: 

}{{ ( ( ) / )( , , ) arg max ( , , )m i r sx r t r i tψ∈ Γ Λ=A  (12 ) 

where ℓm is the modified transition rule, r is the current node in the path, t is the 
searched keyword, Λx is the set of nodes visited by the Forward Ant x and 

11
, ,( , , ) ( ( ) )i r i tr i t w D βψ −= ⋅  (13 ) 

where Wdist is a parameter that defines the influence of Dr;i;t that is the needed dis-
tance for arriving in the known nearest node with documents with keyword t, from 
r passing by i and β1 is the distance intensifier. 

5   AdaNAS Algorithm  

AdaNAS is a metaheuristic algorithm, where a set of independent agents called 
ants cooperate indirectly and sporadically to achieve a common goal. The algo-
rithm has two objectives: it seeks to maximize the number of resources found by 
the ants and to minimize the number of steps taken by the ants. AdaNAS guides 
the queries toward nodes that have better connectivity using the local structural 
metric degree (defined in Section 2.2), in addition, it uses the well known looka-
head technique [26], which, by means of data structures, allows to know the re-
pository of the neighboring nodes of a specific node. 
    The AdaNAS algorithm performs in parallel all the queries using query ants. 
Each node has only a query ant, which generates a Forward Ant for attending 
only one user query, assigning the searched keyword t to the Forward Ant. 
Moreover the query ants realize periodically the local pheromone evaporation 
of the node where it is. The process done by query ant is represented in  
Algorithm 1. 
    In the Algorithm 2 is shown the process realized by the Forward Ant. As can be 
observed all Forward Ants act in parallel. In an initial phase (lines 4- 8), the ant 
checks the local repository, and if it founds matching documents then creates a 
backward ant. Afterwards, it realizes the search process (lines 9-25) while it has 
live and has not found R documents. 
    The search process has three sections: Evaluation of results, evaluation and ap-
plication of the extension of TTL and selection of next node (lines 24-28).  
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 Algorithm 1: Query ant algorithm 
1 in parallel for each query ant w located in the node r 
2 while the system is running do 
3    if the user queries to find R documents with keyword t then 
4      create Forward Ant x(r,t,R) 
5      activate x 
6    End 
7    apply pheromone evaporation 
8 End 
9 end of in parallel 

 
    The first section, the evaluation of results (lines 10-15) implements the classi-
cal Lookahead technique. That is, the ant x located in a node r, checks the looka-
head structure, that indicates how many matching documents are in each neighbor 
node of r. This function needs three parameters: the current node (r), the keyword 
(t) and the set of known nodes (known) by the ant. The set known indicates what 
nodes the lookahead function should ignore, because their matching documents 
have already taken into account. If some resource is found, the Forward Ant cre-
ates a backward ant and updates the quantity of found matching documents.  
    The second section (lines 16-23) is evaluation and application of the extension 
of TTL. In this section the ant verifies if TTL reaches zero, if it is true, the ant in-
tends to extend its life, if it can do it, it changes the normal transition rule modify-
ing some parameters (line 21) in order to create the modified transition rule.  
    The third section of the search process phase is the selection of the next node. 
Here, the transition rule (normal or modified) is applied for selecting the next 
node and some structures are updated. The final phase occurs when the search 
process finishes; then, the Forward Ant creates an update ant for doing the phe-
romone update. 
    The Algorithm 3 presents the parallel behavior for each backward ant which in-
versely traverses the path given by the Forward Ant. In each node that it visits, it 
tries to update the structures D, H and N, which will be used for future queries 
(lines 7-11). The update is realized if the new values point to a nearer node (line 
7). After that, it informs to ant query of the initial node of the path how many 
documents the Forward Ant found and which path used (line 13). 
    The Algorithm 4 presents the concurrent behavior for each update ant which 
inversely traverses the path given by the Forward Ant. In each node that it visits, it 
updates the pheromone trail using the Equation 6. (line 5)  
 

 Algorithm 2: Forward ant algorithm 
1 in parallel for each Forward Ant x(r,t,R) 
2 initialization: TTL = TTLmax, hops= 0 
3 initialization: path=r, Λ=r, known=r 
4 Results= get_ local_ documents(r) 
5 if results > 0 then 
6     create backward ant y(path, results, t) 
7     activate y 
8 End 
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9 while TTL < 0 and results < R do 
10     La_ results= look ahead(r,t,known) 
11     if la results > 0 then 
12        create backward ant y(path, la results, t) 
13        activate y 
14        results   results + la results 
15     End 
16     if TTL > 0 then 
17        TTL=  TTL – 1 
18     Else 
19        if (results < R) and ( ΔTTL(x, results, hops) > 0) then 
20           TTL=  TTL + ΔTTL(x, results, hops) 
21          change parameters: q= 1, Wdeg =0, β2=0 
22        End 
23      End 
24 Hops=  hops + 1 
25 Known=  known∪ [ ( r ∪  Γ(r)) 
25 Λ = Λ ∪  r 
27 r =  ℓ(x,r,t) 
28 add to path(r) 
29 End 
30 create update ant z(x, path, t) 
31 activate z 
32 kill x 
33 end of in parallel 

6   Experiments 

In this section, we describe the experiments we carried during the comparisons of 
the AdaNAS and NAS algorithms. 

6.1   Generation of the Test Data 

A SQRP instance is formed by three separate files: topology, repositories, and 
queries. We generated the experimental instances following largely those of NAS 
reported by Cruz et al. [11] in order to achieve comparable results. The structure 
of the environment in which is carried out the process described is called topology, 
and refers to the pattern of connections that form the nodes on the network. The 
generation of the topology (T) was based on the method of Barabási et al. [7] to 
create a scale-free network. We created topologies with 1, 024 nodes; the number 
of nodes was selected based on recommendations in the literature [5, 25]. 
 

 Algorithm 3: Backward ant algorithm 
1 initialization: hops= 0 
2 in parallel for each backward ant y(path, results, t) 
3 for i =⎜ path⎜ - 1 to 1 do 
4      r =  path(i - 1) 
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5     s =  pathi 
6     hops=  hops + 1 
7     if Dr;s;t > hops then 
8        Dr;s;t =  hops 
9        Hr;s;t =  result 
10        Nr;s;t = pathh  
11    End 
12 End 
13 send (results, path) to the query ant located in path1 
14 kill y 
15 end of in parallel 

 
 Algorithm 4: Update ant algorithm  
1 in parallel for each update ant z(path, t, x) 
2 for i= ⎜path⎜ - 1 to 1 do 
3      r =  path(i - 1) 
4     s =  pathi 
5     τr;s;t=   τr;s;t + Δτr;s;t(x) 
6 End 
7 kill z 
8 end of in parallel 

 
    The local repository (R) of each node was generated using “topics” obtained 
from ACM Computing Classification System taxonomy (ACMCCS). This data-
base contains a total of 910 distinct topics. Also the content are scale-free: the 
nodes contain many documents in their repositories on the same topic (identified 
by keywords) and only few documents on other topics.  
    For the generation of the queries (Q), each node was assigned a list of possible 
topics to search. This list is limited by the total amount of topics of the ACMCCS. 
During each step of the experiment, each node has a probability of 0.1 to launch a 
query, selecting the topic uniformly at random within the list of possible topics of 
the node repository. The probability distribution of Q determines how often the 
query will be repeated in the network. When the distribution is uniform, each 
query is duplicated 100 times in average. 

 
Table 1. Parameter configuration of the NAS algorithm. 

 
PARAMETER VALUE DEFINITION 

α  0.07 Global pheromone evaporation factor 
ρ  0.07 Local pheromone evaporation factor 
β  2 Intensifier of pheromone trail 
τ0   0.009 Pheromone table initialization 
q0 0.9 Relative importance between exploration and exploita-

tion 
R 10 Maximum number of results to retrieve 

TTLmax 10 Initial TTL of the Forward Ants 
W 0.5 Relative importance of the resources found and TTL 
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Table 2. Parameter configuration of the AdaNAS algorithm. 

PARAMETER VALUE DEFINITION 
ρ  0.07 Local pheromone evaporation factor 
Β1  2 Intensification of local measurements (degree and dis-

tance) in transition rule. 
Β2  1 Intensification of pheromone trail in the in the transi-

tion rule. 
τ0   0.009 Pheromone table initialization 
q 0.9 Relative importance between exploration and Exploita-

tion in the transition rule. 
R 10 Maximum number of results to retrieve 

TTLmax 10 Initial TTL of the Forward Ants 
wh 0.5 Relative importance of the hits and hops in the incre-

ment rule 
wdeg 1 Degree’s influence in the transition rule 
wdist 1 Distance’s influence in the transition rule 

 
    The topology and the repositories were created static, whereas the queries were 
launched randomly during the simulation. Each simulation was run for 15,000 
queries during 500 time units, each unit has 100ms. The average performance was 
studied by computing three performance measures of each 100 queries: 

• Average hops, defined as the average amount of links traveled by a Forward 
Ant until its death, that is, reaching either the maximum amount of results re-
quired R or running out of TTL. 

• Average hits, defined as the average number of resources found by each 
Forward Ant until its death.  

• Average efficiency, defined as the average of resources found per traversed 
edge (hits/hops). 

6.2   Parameters 

The configuration of the algorithms used in the experimentation is shown in Ta-
bles 1 and 2. The first column is the parameter, the second column is the parame-
ter value and the third column is a description of the parameter. These parameter 
values were based on recommendations of the literature [11, 14, 25, 30, 31]. 

6.3   Results 

The goal of the experiments was to examine the effect of the strategies incorpo-
rated in the AdaNAS algorithm and determine whether there is a significant con-
tribution to the average efficiency. The main objective of SQRP is to find a set of 
paths among the nodes launching the queries and the nodes containing the re-
sources, such that the efficiency is greater, this is, the quantity of found resources 
is maximized and the quantity of steps given to find the resources is minimized.  
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Fig. 2. Learning evolution in terms of the number of resources found for AdaNAS and NAS 
algorithms. 

 

 
 
Fig. 3. Learning evolution in terms of the length of the route taken for AdaNAS and NAS 
algorithms. 
 

 
    Figure 2 shows the average hits performed during 15,000 queries with AdaNAS 
and NAS algorithms on an example instance. NAS starts off approximately at 13.4 
hits per query; at the end, the average hit increases to 14.7 hits per query. For 
AdaNAS the average hit starts at 16 and after 15,000 queries the average hit ends 
at 18.3. On the other hand, Figure 3 shows the average hops performed during a 
set of queries with NAS and AdaNAS. NAS starts approximately at 17.4 hops per 
query; at the end, the average hops decrease to 15.7 hops per query. For AdaNAS 
the average hops starts at 13.7 and after 15, 000 queries the average hops ends at 
9.1. Finally, Figure 4 shows the average efficiency performed during a set of que-
ries. NAS starts approximately at 0.76 hits per hop; at the end, it increases to 0.93 
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hits per hop. For AdaNAS the average efficiency starts at 1.17 hits per hop and af-
ter 15, 000 queries the average efficiency ends at 2. 
    The adaptive strategies of AdaNAS show an increment of 24.5% of found doc-
uments, but the biggest contribution is a reduction of hops in 40%, giving  
efficiency approximately twice better on the final performance of NAS. This ob-
servation suggests that the use of degree instead of DDC was profitable. In addi-
tion, the incorporation of the survival rule permits to improve the efficiency,  
because it guides the Forward Ants to nodes that can satisfy the query. Moreover, 
in future works it will be important to study adaptive strategies for other parame-
ters as well as the initial algorithm parameter configuration in search of further 
improvement in the efficiency. 
 

 

Fig. 4. Learning evolution in terms of the efficiency (hits/ hop) for AdaNAS and NAS  
algorithms. 

 

Fig. 5. Comparison between NAS and AdaNAS experimenting with 90 instances. 
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    Figure 5 shows the results of the different experiments applied to NAS and 
AdaNAS on thirty runnings for each ninety different instances generated with the 
characteristics described in Section 6.1. It can been seen from it that on all the in-
stances the AdaNAS algorithm outperforms NAS. On average, AdaNAS had an 
efficiency 81% better than NAS. 

7   Conclusions 

For the solution of SQRP, we proposed a novel algorithm called AdaNAS that is 
based on existing ant-colony algorithms. This algorithm incorporates parameters 
adaptive control techniques to estimate a proper TTL value for dynamic text query 
routing. 
    In addition, it incorporates local strategies that take advantage of the environ-
ment on local level, three functions were used to learn from past performance. 
This combination resulted in a lower hop count and an improved hit count, outper-
forming the NAS algorithm. Our experiments confirmed that the proposed tech-
niques are more effective at improving search efficiency. Specifically the  
AdaNAS algorithm in the efficiency showed an improvement of the 81% in the 
performance efficiency over the NAS algorithm.  
    As future work, we plan to study more profoundly the relation among SQRP 
characteristics, the configuration of the algorithm and the local environment strat-
egies employed in the learning curve of ant-colony algorithms, as well as their ef-
fect on the performance of hop and hit count measures. 
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Abstract. The government institutions at all levels, foundations with private funds 
or private companies that support social projects receiving public funds or budget 
to develop its own social projects often have to select the projects to support and 
allocate budget to each project. The choice is difficult when the available budget is 
insufficient to fund all projects or proposals whose budget requests have been re-
ceived, together with the above it is expected that approved projects have a signif-
icant social impact. This problem is known as the portfolio selection problem of 
social projects. An important factor involved in the decision to make the best port-
folio, is that the objectives set out projects that are generally intangible, such as 
the social, scientific and human resources training. Taking into account the above 
factors in this paper examines the use of multi objective methods leading to 
a ranking of quality of all selected projects and allocates resources according to 
priority ranking projects until the budget is exhausted. To verify the feasibility 
of ranking method for the solution of problem social portfolio constructed a popu-
lation memetic evolutionary algorithm, which uses local search strategies and 
cross adapted to the characteristic of the problem. The experimental results show 
that the proposed  algorithm has a competitive performance compared to similar 
algorithms reported in the literature and on the outranking model is a feasible op-
tion to recommend a portfolio optimum, when little information and the number of 
projects is between 20 and 70. 

1   Introduction 

Organizations are constantly making decisions about how to invest and managing 
their resources to satisfy social needs, as: money, time, equipment and people, 
among others. Usually resources are lower than demand, resulting in not being 
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able to provide benefits to all competing projects because of these organizations 
are forced to select the best portfolio that will consist of a subset of projects that 
maximizes the benefits social. One of the main tasks of the manager is to select 
projects that best meet the objectives of the company [12]. Incorrect decisions re-
garding the selection of projects have two main consequences: i) resources gener-
ally limited, are wasted on projects that, although they may be good, not the most 
appropriate for the company and  ii) the organization loses the benefits that could 
have gotten if it had invested in more suitable projects. 

The selection of projects for a portfolio of social projects needs special treat-
ment for the following reasons [7]: 

 
1. The quality of projects is generally described by multiple criteria that are often 

in conflict. 
2. Typically, requirements are not accurately known. Many concepts have no ma-

thematical support for having entirely subjective nature. 
3. Heterogeneity, or differences between the objectives of the projects, makes it 

difficult to compare. 
 
These features of the Social Portfolio Problem (SPP) represent a challenge for 
multi-objective optimization algorithms [8]. Moreover, although optimal solutions 
are found, the problem has not been completely resolved. Even the decision maker 
has the task of implementing just one of the alternatives presented. The decision 
maker will evaluate the alternatives according to her/his criteria and preferences. 

In this paper we are interested in solving the Social Portfolio Problem using a 
set of ranked projects as input data instance and thereafter shall be adopted in pre-
ference relations using methods of categorization and outranking model. All these 
of these features will be included in a memetic algorithm that aims to generate the 
best recommendation for the decision maker. 

2   Background 

In order to place the research in context, this section is divided in six parts. The 
first part define portfolio problem and the second part explain social project. The 
third part defines multi-objetive optimization and the next part describes the prob-
lem formulation, finally the last part explains multi-objective evolutionary algo-
rithm and memetic algorithm.   

2.1   Portfolio Problem 

A project is a temporary, unique and unrepeatable process which pursues a specif-
ic set of objectives [2]. In this work, it is not considered that the projects can be 
broken down into smaller units such as tasks or activities. In other words, a project 
cannot be divided to run only a part, however, different versions of the same 
project can be proposed, each version may vary in amount of activity, time  
required and requested resources. 
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A portfolio consists of a set of projects that can be performed in the same  
period of time [2]. For this reason, projects in the same portfolio share available 
resources in the organization. Thus, it is not sufficient to compare the projects in-
dividually, but must compare groups of projects to identify what portfolio makes 
the greatest contribution to the organization objectives. 

The proper selection of projects to integrate the portfolio, which will receive 
the organization's resources, is one of the most important decision problems for 
both public and private institutions [3, 11]. The main economic and mathematical 
models to the portfolio problem assume that there is a defined set of n projects, 
each project well characterized with costs and revenues, of which the distribution 
over time is known. The Decision Maker (DM) is responsible for selecting the 
portfolio that the company will implement [7]. 

2.2   Social Projects 

Social projects are characterized by objectives whose fulfillment benefits society. 
These objectives are generally intangible, such as social and scientific impact, as 
well as human resource training, among others, without regard to potential eco-
nomic benefit as the main element of measure. In addition, the amount of desired 
objectives in these projects can be of several tens, depending on the level of detail 
and the conditions under which it is restricted. 

It is also important to note that such projects are usually assigned to one area 
and region. The project area is mainly the social sector, e.g. education, public 
health, safety, scientific development, among others. The region is primarily  
concerned with the physical area that will benefit, for example by state, county, 
district, or similar. Thus, to form social portfolios should be considered [11]: 
 
1. No area/region monopolizes most of the budget, leaving remaining 

areas/regions with poor resources. 
2. All areas/regions receive at least a minimal budget, ensuring its permanence 

and growth. 

2.3   Multi-objective Optimization 

From the several emergent research areas in which EAs have become increasingly 
popular, multi-objective optimization has had one of the fastest growing in recent 
years. A multi-objective optimization problem (MOP) differs from a single-
objective optimization problem because it contains several objectives that require 
optimization [4].  

Real-world optimization problems are extremely complex with many attributes 
to evaluate and multiple objectives to optimize [4, 15]. The attributes correspond 
to quantitative values that describe the problem and are expressed in terms of de-
cision variables. The objectives are the directions for improvement of the 
attributes and can be to maximize or minimize. 
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In many cases, due to the conflicting nature of attributes is not possible to ob-
tain a single solution and therefore the ideal solution for a MOP cannot be 
achieved because there is no one solution the problem. Typically, solving a MOP 
has a set of solutions that reached an aspiration level expected by the DM [4]. 

Therefore they are solutions that, although different, their performance is ma-
thematically equivalent and cannot be overcome on both objectives simultaneous-
ly without leaving the feasible solution space [9]. This set of solutions is called the 
Pareto front, and find it is one of the main purposes of solving a MOP [6]. 

But finding the Pareto front does not completely solve a MOP. Now the DM 
should choose a solution from the front, according to his/her own criteria. This is 
not a difficult task if you are managing two or three objectives. However, when 
the number of objectives increases, three major difficulties arise: 

 
1. The capacity of algorithms for finding the Pareto front is rapidly degraded [23]. 

It becomes extremely difficult for the DM, and even impossible, to establish 
valid criteria for comparing solutions when there are conflicting objectives [9]. 

2. The size of the Pareto front can grow exponentially with respect to the number 
of objectives. This complicates the task of the DM to choose a solution [9]. 
 

A compromise solution is understood as a Pareto solution in which the objectives 
achieved acceptable values for the DM, and therefore could be selected. The best 
compromise is the compromise solution that meets best the preferences of the DM. 
Thus, the solution to a MOP is not only finding the Pareto front, but also to identi-
fy the best compromise. 

Identify the Pareto front (or at least an approximation) has been commonly the 
task of multi-objective algorithms, leaving the identification of the best compro-
mise to the user. However, a typical DM is capable of processing only at most five 
to ten pieces of information at once [14], thus being unable to identify the best 
compromise when he/she needs to compare sets of solutions of a MOP over five 
or nine objectives. To address this problem requires the creation of algorithms for 
MOP that show a set of solutions as small as possible, but without discarding 
those that the DM could choose as a final solution. 

Since all Pareto solutions are mathematically equivalent, the DM should pro-
vide information about his/her preferences to MOP algorithms. Such information 
can be provided before or after to generate the Pareto solutions or the process can 
be interactive, progressively consulting DM preferences [8]. 

2.4   Problem Formulation  

The portfolio selection problem is defined by Fernández [8, 10, 21] based on the 
following premises:  

• Consider a set A composed by NA competing and non-interacting projects.  
• Each project is described by a set of attributes Q that specify their quality as 

public-policy, and each project entails a somewhat imprecise request for  
funds. NA is considered to be a large number, and Q contains both tangible and 
intangible attributes. 
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• A DM, representing the higher-level preferences in the organization, is  
assumed. 

• It is assumed that some multicriteria-analysis technique was previously applied 
to a set of competing projects. Thus, unacceptable projects have been eliminat-
ed in advance and the remaining projects are ranked in a quality-descendant  
ordering. 

• This ranking is the input information for the problem. Let A′ denote the set of 
acceptable projects and N = card(A′). 

• The projects may be classified (e.g., regarding activity, function or geographi-
cal impact) in accordance with some demands from the DM. 

• There is a fixed budget that intends to be fairly distributed among the projects. 
 
The solution concept consists in establishing a subset C of A′ whose components 
will be financed according to specific assignations. In what follows, C will denote 
the project portfolio. 

In first place the DM should weigh the number of supported projects against 
quality. As stated, the quality of the projects is comprised in the ranking. The con-
ventional way for allocating resources according to ranks arises from the necessity 
of respecting the information on the projects’ quality. However, a rank contains 
imprecise information. A ranking is basically qualitative and depends on the mul-
ti-criteria evaluation method that is applied for its construction. 

2.5   Multi-Objective Evolutionary Algorithms 

MOEA have become a popular technique for solving multi-objective problems 
[4]. Thus, using MOEA, the DM does not need to do a series of optimizations for 
each objective, as is usually done in the methods of operations research [22, 18]. 

The objective of a Multi-Objective Evolutionary Algorithms (MOEA) is to con-
verge to the true Pareto front of a problem which normally consists of a diverse set 
of points. MOPs can present an uncountable set of solutions, which when eva-
luated produce vectors whose components represent trade-offs in decision space 
[4]. 

However, a limitation on the MOEA is the fact that only involves the process of 
finding a solution set without considering the most important aspect, the decision 
process. Most current approaches to MOEA are focused on finding an approxima-
tion to the optimal set of Pareto front, however, identify the best compromise has 
usually been omitted. 

2.6   Memetic Algorithm (MAs) 

The method is based on a population of agents and proved to be of practical suc-
cess in a variety of problem domains and in particular for the approximate solution 
of NP-hard optimization problems [17]. 
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An important characteristic is the use of a meme, suggests that in cultural  
evolution processes, information is not simply transmitted unaltered between indi-
viduals. This enhancement is accomplished in MAs by incorporating heuristics, 
approximation algorithms, local search techniques, specialized recombination  
operators, truncated exact methods, etc. In essence, most MAs can be interpreted 
as a search strategy in which a population of optimizing agents cooperate and 
compete. The success of MAs can probably be explained as being a direct conse-
quence of the synergy of the different search approaches they incorporate [17]. 
The Figure 1 shows the basic template of MAs.  

 

Fig. 1. Template basic of the MAs 

3   Proposed Algorithm 

This section describes in detail the Memetic Algorithm (MAs) used for SPP and the 
method to evaluate the solutions in according to the model proposed. The MAs are 
evolutionary algorithms that are intimately coupled with local search algorithms, 
resulting in a population-based algorithm at effectively searches in the space of  
local optimal. 

The Figure 2 shows the proposed MAs that we used in our implementation. In 
the line 1, a portfolio initial is obtained, the first individual is generated by  
following the order provided by the ranking; it is assumed a distribution of the 
budget among the projects. Then, the rest of population is randomly built; we  
experimented with a population of 200 individuals.  

 

0 Memetic Algorithm () 
1 PopulationRandomGeneratepopulation( ); 
2 ImprovePopulationLocal Search (Population); 
3 while (not stop condition) 
4          if stagnation then 
5 PopulationSelect best individual (Population); 
6 PopulationRandom Generate Population( );//diversification 

7 ImprovePopulation(Population); 

8          end_if 
9          for i1..#crossoversdo 
10 selectπ a, π b from Population( ); 
11 offspringscrossover( ); 
12        end_for 
13        PopulationSortPopulation(Population); 
14        Best_individualSelect_best(SortedPopulation) 
15 end_while; 
16 end_Memetic Algorithm 
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Fig. 2. Memetic algorithm propose 

From line 2 to 31,in each iteration (generation) the memetic procedure is 
shown, this algorithm is composed by a set of operators, evaluating population, 
parent’s selection, crossover and local search, these operators are described below. 
In the line 3 the population is evaluated, this means that the current values max-
imums local and global of the solutions are calculated. Then, from line 4 to 15, the 
parent’s selection is performed per tournament, each individual from the popula-
tion are evaluate to determine the best candidate in according with the net flow 
calculation. Soon, from the line 16 to 28 the crossover operator is performed by a 
random point and exchanging the two individuals selected before, so are generated 
new individuals. In the line 29, the local search is applied to a solution generated 
by the genetic operators; once again an evaluation of population is performed. 

To determine the calculation of net flow [11], consider a comparison between 
solutions composing a set E, let x, y be members of E. By analogy with outranking 
methods [17], then may be defined the affirmation “x outranks y” as: σ(x,y) = Σ 
wi, where the sum is carried out upon the indices of the criteria where “x is at least  
 

Memetic Algorithm ( ) 
1     GenesGenerate_ population ( );  
2     do 
3           EvaluatePopulation (Genes);  
4          //Selection of parents per tournament 
5   for i=0 to i<population 
6  Candidate1randomPosition(Genes) 
7  Candidate2randomPosition(Genes) 
8  while (candidato1 != candidato2); 
9   if (netFlow_calculation(Candidate1) 

<netFlow_calculation(Candidate2)) 
10          parents[i]Candidate1; 
11    else 
12         parents[i+1]Candidate2; 
13   end_if  
14  end_while 
15  end_for 
16        //Crossover 
17             for i=0 to i<population 
18        Cross_pointrandomPosition(n_projects); 
19           for j=0 to i<Cross_point 
20  temp[i]parents[i]; 
21       end_for 
22       for j=Cross_point to i<n_projects 
23  temp[i] parents[i+1]; 
24      end_for 
25      for int j=0 to i<n_projects 
26                 offspring[i]temp[i]; 
27      end_for 
28            end_for 
29        LocalSearch( ); 
30        EvaluatePopulation( ); 
31    end_while // until reach the set number of generations 
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as preferred as y” holds, then an outranking net flow measure is associated to 
every a∈E, as follows: fn (a) Σ σ (a,x) - Σ σ(x,a), in which the sum involves every 
x∈E, x≠a. The outranking net flow is considered as a quality criterion for every 
solution. 

The Figure 3 describes the procedure to compare the solutions in the model 
proposed [21]; this validation is given by a net flow calculation and each solution 
is characterized by three attributes (strong disagreements, weak disagreements and 
cardinality of the portfolio).  

 
 
 
 
 
 
 
 
 
 

Fig. 3. Outranking model procedures 

To illustrate the procedure of calculations shown in the Figure 4, first suppose a 
normalized weight w is assigned by the DM to each attribute, acting as a measure 
of its importance. In step one performs the categorization of projects, from a given 
instance of ranked projects; this categorization is given by 5 divisions, which  
are vanguard, high-medium, medium, low-medium and rearguard as shows the 
example in the Figure 4. 

 

 

Fig. 4. Example of the categorization of the initial portfolio 

Then a calculation of preference relation is executed, and the possible values 
that can make this calculation are: absolute, strict, weak and indifferent. These are 
shown in the Table 1, which are calculated to institute a relation of superiority be-
tween projects, considering the veto and concordance conditions as shown in the 
Table 2 the thresholds V1, V2 and U1 are attributes which express cost.  

The relation of superiority is given formally considering (a,b) projects such that 
b∈Portfolio and a∉Portfolio, then a relation of superiority indicates that aS’b if  
 

Net Flow Calculation ( ) 
1  Categorization of projects ( ); 
2 Calculating preference relations ( ); 
3 Calculation superiority ( ); 
4 Calculation weak disagreements ( ); 
5            Calculation strong disagreements ( ); 
6         return net flow 
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and only if ሺܽ ൐൐ ܾሻ   ሺܽ ൐ ܾሻ  ሺܽ ൐ ~ܾሻ and there are no veto conditions. 
Finally to generate the net flow calculation is necessary to calculate the weak and 
strong disagreements in addition with the cardinality of portfolio.  

The disagreement is calculated by the next rules:  Let C a set of projects which in-
tegrate the portfolio, formally a disagreement is calculated by: ܦ ൌ  ሼ ሺܽ, ܾሻ ܣ ݔ ܣ   |   ܽܵ’ܾ, ܾ  ݕ ܥ ܽ  ܥ ሽ; To calculate weak disa-
greements must be considered the relation of weak preference as follows: 
ௗܦ   ൌ   ሼሺܽ, ܾሻܣݔܣ  | ܽ ൐ ሺܾሻ݋ݐݏ݋ܿ   ,ܾ ~  ൅  ܸ1 ൐ ሺܽሻ݋ݐݏ݋ܿ   ൐ ሺܾሻ݋ݐݏ݋ܿ    ൅ ܷ1, ܾݕ ܥ ܽܥሽ The strong disagreements are composed by the elements which 
are not consider in weak disagreements, that is considering the relations absolute, 
strict and indifferent.  

Table 1. Preference relations 

Notation Preference 
a>>b  Absolute 
a>b  Strict 
a>~b Weak 
a~b Indifference 

Table 2. Concordance and veto conditions 

Concordance Conditions Veto Conditions 
a>>b No  veto 
a>b Cost(a) >> Cost(b) + V1 
a>~b Cost(a) > Cost(b) + V2 
A~b Cost(a) > Cost(b) + U1 

4   Experimental Result  

In this section, we describe experiments carried out on the memetic algorithm. The 
objective of the first experiments is study the performance of memetic algorithm in 
comparison with exact algorithm, and the second experiment memetic algorithm 
was compared against a genetic algorithm state of the art proposed in the [10].  

4.1   Experimental Environment 

The following configuration corresponds to the experimental conditions that are 
common to the tests described in this work: 

 
1. Software. Operating system, Windows 7; programming language Java; compiler, 
2. Hardware. Computer equipment dual-processor Xeon (TM) CPU 3.06 GHz in 

parallel and 4 GB RAM. 



344 S.C.G. Gómez et al. 

3. Instances. The 5 instances used for this study are randomly generated with 
twenty projects each; in addition we use other instance reported in [10]. 

4. Performance measurement. Performance is measured through the cardinality 
of the portfolio, which indicates the maximum number of projects included and 
the cost of the best portfolio found. 

4.2   Algorithm Performance 

The purpose of this section is to verify the quality of the solutions obtained by 
memetic Algorithm, which was implemented to solve the SPP. In our implementa-
tion, an SPP instance is formed by three attributes: Id, the budget of projects, and 
the ranking of the projects.  

We generated the experimental instances as follows:  we used 5 instances of 
size 20 that were generated randomly, finding optimal solutions for each of the in-
stances and two instances of size 25 and 40 taken from work [10]. The experimen-
tation with MAs was carried out in a total of 20 times and the optimal portfolio is 
selected as the best solution found.  

For each instance were executed 100 generations as a limit. Table 3 shows the 
results obtained with the instances Opt_o9p200 until Opt_o9p205, which are the 
random instances. These results show that the algorithm has good performance 
since it achieves the number of optimal project portfolio that is 11, which was cal-
culated with an exact algorithm, another important factor is the amount of money 
required to be applied in the optimal portfolio, observing that the difference of se-
lected projects amounts vary with a small difference. 

The table 4 shows the results of the instances Opt_o9p200 until Opt_o9p205 
resolved with the exact algorithm, finding the optimal number of projects that can 
be financed with $ 80,000.00 is 11, show that both algorithms report the same 
number of projects that satisfy the optimal portfolio.  

Continuing the analysis of results is observed that the cost of the best portfolios 
found is nearly equal. Taking into account the observations mentioned above it is 
concluded that the MAs that includes: the model of outranking and ranked instances, 
it is a good option to be applied on the recommendation of optimal portfolios. 

Table 3. Experimental Result of the MAs (random instance)  

 
 
 
 
 
 
 
 

 
 
Inst. 

Cost 
Best 
Portfo- 
lio 

MEMETIC RESULT 
Generations = 100; Population=200; Projects= 25; Amount = 1200; V1=30; V2=20; U1=10 

Projects 
1 2 3 4 5 6 7 8 9 1 

0 
1
1

1 
2 

1
3

1 
4 

1
5

1 
6 

1
7

1 
8 

1 
9 

2 
0 

20.0 79860 0 1 0 1 1 1 0 0 0 1 1 0 0 0 1 1 0 1 1 1 
20.1 79945 0 0 1 0 1 0 1 0 1 0 1 1 0 1 1 0 0 1 1 1 
20.2 77920 1 0 1 1 0 1 0 0 0 1 1 1 1 1 0 1 0 1 0 0 
20.3 78175 0 1 1 0 0 0 1 1 1 0 1 1 1 0 1 0 1 0 1 0 
20.4 79975 1 1 0 1 0 1 0 0 1 1 1 0 1 0 0 1 0 1 0 1 
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Table 4. Experimental Result of the Exact Algorithm (random instance) 

 
 
 
 
 
 
 
 

Table 5. Comparison of the memetic algorithm, against genetic algorithm to form the op-
timal portfolio with 25 projects 

Memetic Algorithm (a)Vs Genetic Algorithm Result (b) 

(a) Generations = 100; Population=200; Projects= 25; Amount = 1200; V1=30; V2=20; U1=10 
(b) Generations = 200; Population=200; Projects= 25; Amount = 1200; V1=30; V2=20; U1=10 
A 
L 
G 
O 
R 
I 
T 
H 
M 

No. 
Project 

Best 
Port 
folio 

Cost 
Best 
Port 
folio Projects 

1 2 3 4 5 6 7 8 9 1
0

1
1

1
2

1
3

1
4 

1
5

1
6

1
7

1
8

1
9

2
0

2
1

2
2

2
3 

2
4 

2
5 

MAs 17 1180 1 0 1 1 0 0 0 1 0 1 1 1 1 1 1 1 1 1 1 0 1 0 1 1 0 

GA 18 1190 1 1 1 1 1 1 1 0 1 0 1 1 1 1 1 1 1 1 1 0 0 0 1 0 0 

 
 
In the Table 5 show the results of the instances that were used in the work of 

[10]. Observing the comparison of best results for the two algorithms with the in-
stance of 25 projects. Both algorithms start with a portfolio that includes only 11 
projects, and spends a budget of $ 1180. After the execution, the genetic algorithm 
finds 18 projects in its portfolio optimum, unlike the memetic algorithm that finds 
17 projects in its portfolio optimal.  In analyzing the two optimal portfolios shows 
that the genetic algorithm eliminates the two most expensive projects, unlike the 
memetic algorithm that eliminates five projects not so expensive and optimal port-
folio include eleven projects. 

In the Table 6 and 7 show the results of the instances that were used in the work 
of [13]. Observing the comparison of best results for the two algorithms with the 
instance of 40 projects. Both algorithms start with a portfolio that includes only 24 
projects, and spends a budget of $ 4982. After the execution, the genetic algorithm 
finds 27 projects in its portfolio optimum, unlike the memetic algorithm that finds 
26 projects in its portfolio optimal.   

 

Inst. Cost 
Best 
Portfo- 
lio 

EXACT ALGORITHM RESULT 
Projects 

1 2 3 4 5 6 7 8 9 1
0

1
1

1 
2 

1 
3 

1 
4 

1 
5 

1 
6 

1 
7 

1 
8 

1 
9 

2 
0 

20.0 79985 0 1 0 1 1 0 1 0 1 0 0 1 1 0 1 0 0 1 1 1 

20.1 76795 1 0 1 0 1 0 0 1 1 1 0 1 0 1 0 0 0 1 1 0 

20.2 78255 0 0 1 1 0 1 0 1 1 0 0 0 1 1 1 1 0 1 0 1 

20.3 79115 0 1 1 1 0 0 1 1 1 0 1 0 1 0 1 1 0 0 1 1 

20.4 79520 1 1 1 1 0 0 1 1 0 0 1 1 1 0 1 0 0 0 0 1 
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Table 6. Comparison of the memetic algorithm, against genetic algorithm to form the op-
timal portfolio with 40 projects 

Memetic Algorithm (a)Vs Genetic Algorithm Result (b) 

(a) Generations=100; Population=200; Projects=40; Amount=5000; V1=30; V2=20; U1=10 
(b) Generations=200; Population=200; Projects=40; Amount=5000;V1=30; V2=20; U1=10 
A 
L 
G 
O 
R 
I 
T 
H 
M 

No. 
Project 

Best 
Port 
folio 

Cost 
Best 
Port 
folio 

Projects 

1 2 3 4 5 6 7 8 9 1
0

1
1

1
2

1
3

1
4

1
5

1
6

1
7

1
8 

1
9 

2
0 

Mas 26 4883 0 1 1 0 0 0 1 0 1 0 1 1 1 1 1 1 1 0 1 1 

GA 27 4965 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 

Table 7. Comparison of the memetic algorithm, against genetic algorithm to form the op-
timal portfolio with 40 projects 

Memetic Algorithm (a)Vs Genetic Algorithm Result (b) 

(a) Generations=100; Population=200; Projects=40; Amount=5000; V1=30; V2=20; U1=10 
(b) Generations=200; Population=200; Projects=40; Amount=5000;V1=30; V2=20; U1=10 
A 
L 
G 
O 
R 
I 
T 
H 
M 

No. 
Project 

Best 
Portfolio 

Cost 
Best 
Portfolio 

Projects 

2
1

2
2

2
3 

2
4

2
5

2
6

2
7

2
8

2
9

3
0

3
1

3
2

3
3

3
4

3
5

3
6

3
7 

3
8

3
9 

4
0 

Mas 26 4883 1 1 0 1 1 1 0 0 1 0 1 0 1 1 1 1 1 0 1 0 

GA 27 4965 1 1 0 1 1 1 0 0 0 0 0 0 0 1 0 0 0 1 0 0 

5   Conclusions  

This article provides a solution to the Social Portfolio Problem by Evolutionary 
Algorithms, creating a Memetic algorithm that includes the model of outranking 
and ranked instance through which DM´s preferences are modeled during the 
search process. 

The results presented show that Memetic algorithm has a competitive perfor-
mance. The solution that follows the ranking information is generally dominated 
by other solutions which increase the number of projects in the portfolio. The 
quality of solutions indicates that the algorithm reaches the zone where the best 
portfolios are located it helps the DM to explore the solutions at hand, analyze his 
preferences and to clarify his decision policies. 

In the first experiment the memetic algorithm reaches the optimal number of 
projects that can be supported. In the second experiment the two algorithms  
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evaluated 25 projects, the memetic algorithm achieving an average error of 6.66% 
by comparing the amount of optimal portfolio projects found by the genetic algo-
rithm and the second experiment evaluated 40 project, achieving an average error 
of 4.7% by comparing the amount of optimal portfolio projects found by the  
genetic algorithm.  
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Abstract 

One of the most important management issues lies in de-

termining the best portfolio of a given set of investment 

proposals. This decision involves the pursuit of multiple 

criteria, and has been commonly addressed by implement-

ing a two-phase procedure whose first step identifies the 

efficient solution space. In this paper we introduce our 

algorithm called Non-Outranked Ant Colony Optimiza-

tion (NO-ACO) that optimizes portfolios with inter-

projects interactions whilst takes into account the DM’s 

preferences by incorporating a priori preferences articula-

tion.  Experimental tests show the advantages of our pro-

posal over the two-phase approach. Also, NO-ACO per-

formed particularly well for problems with high dimen-

sionality. 

Keywords: portfolio selection, interdependent projects, 

multicriteria optimization, preferences incorporation. 

1. Introduction 

Portfolio problems are ubiquitous in business and gov-

ernment organizations. Usually, there are more good ideas 

for projects or programmes than resources (funds, capaci-

ty, time, etc.) to support them ([1]). Manufacturing enter-

prises recognize that success depends on the selection of 

research and development (R&D) project portfolios, ex-

pecting that these projects permit them to develop new 

products that generate growing benefits. Local govern-

ments allocate public funds to projects and programmes 

that improve social and educational service. Environmen-

tal regulations and alternative policy measures attempt to 

mitigate harmful consequences of human activity ([2]). 

To fight poverty, governments in underdeveloped coun-

tries fund many helpful social programmes. 

Portfolio consequences are usually described by multi-

ple attributes related to the organizational strategy. A vec-

tor z(x)=<z1(x), z2(x), …, zp(x)> is associated to the conse-

quences  of a portfolio x considering p criteria. This is a 

vector representation of the portfolio’s impact. In the 

simplest case, z(x) is obtained from a cumulative sum of 

benefits of the selected projects, but under interacting pro-

ject conditions, it is necessary to consider the contribution 

of interdependent project groups. Without loss of general-

ity, we can assume that higher criterion values  are pre-

ferred to lower values. The best portfolio is obtained by 

solving:  

 

})(,),(),({max 21  xzxzxz pRx F
     (1) 

 

where RF is the feasible portfolios space, usually deter-

mined by the available budget, and by constraints for the 

kinds of projects, social roles and geographic zones. Prob-

lem 1 is badly defined mathematically, yet people must 

solve it. To solve Problem 1 means to find the best com-

promise solution according to the system of preferences 

and values of the decision maker (DM). 

In the scientific literature, the problem expressed by 

(1) has received great interest in R&D management by 

manufacturing and industrial enterprises (e.g. [3, 4, 5, 6, 

7, 8]). Most of these approaches can also be applied in 

public sector. Perhaps, what best characterizes the portfo-

lio problems in non-profit organizations are the emphasis 

on intangible criteria and, likely, a higher number of pro-

ject proposals and objectives to optimize. For example, in 

socially responsible organizations, the number of criteria 

used for capital investment may be about a dozen ([9]). 

Even more objective functions should be considered in 

basic research project management (cf. [10]). A high 

number of project proposals can apply for public support 

in a simple call for projects. For instance, in 2012 the U. 

S. state of Georgia had a list of over 1600 applicant pro-

jects only at the State Department of Transportation ([11, 

12, 13, 14]). There should be a large set of Pareto-

efficient solutions to Problem 1. However, the decision 

maker has to select only one portfolio according to her/his 

preferences on the portfolio’s consequences expressed by 

z(x). 

2. An outline of the state of the art 

Only non-dominated solutions to (1) can fulfill the 

necessary conditions for being considered the best portfo-

lio. So, most solution methods seek to generate the Pareto 

frontier, and later, by some interactive method, 

multicriteria procedure or heuristic, try to identify the best 
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compromise. These approaches assume that the DM has 

the capacity to make valid judgments about the set of ef-

ficient points until reaching the best compromise. This 

way to identify the best solution is commonly referred as 

the a posteriori preferences modeling (cf. [15]). 

Ghasemzadeh et al. ([16]) model preferences using a 

weighted-sum function. They approximate the Pareto 

frontier by changing the weights and solving the resultant 

model by 0-1 programming. Stummer and Heidenberger 

in [5] include synergy and redundancy in selecting R&D 

projects; their procedure consists of three phases: 1) filter-

ing the proposals and retaining those most promissory 

projects in order to reduce the set of projects to a "man-

ageable" size, 2) generating the efficient frontier of port-

folios for the reduced set by an integer linear program-

ming method, and 3) supporting the decision making pro-

cess, helping the DM to identify the best compromise by 

an interactive process. 

However, most recent works show the advantages of 

multiobjective metaheuristics methods to approximate the 

Pareto set (e.g. [8, 17, 18, 19, 20, 21, 22, 23]). In [24] 

Doerner et al. combine Ant Colony Optimization (ACO) 

with 0-1 dynamic mathematical programming to initialize 

the algorithm with enhanced solutions. One of the most 

complete proposals was suggested by Carazo et al. in [18, 

25], which model interactions among projects (such as 

Stummer and Heidemberger in [5]) and temporal depend-

encies, enabling the allocation of resources not used in 

previous periods. By means of a Scatter Search, Carazo et 

al. ([18]) outperform SPEA2 [26] in the range of 25-60 

projects considering up to six objective functions. 

Compared to multi-objective optimization methods 

based on mathematical programming, metaheuristic ap-

proaches exhibit relevant advantages: 1) they have the 

ability to deal with a set of solutions (called population) at 

the same time, allowing to approximate the efficient fron-

tier in a single algorithm run, and 2) they are less sensi-

tive to the mathematical properties of objective functions 

and problem constraints ([27]). 

Despite their advantages, most metaheuristic algo-

rithms are degraded when trying to solve problems with 

more than a small number of objectives ([28, 29]). Also, 

when they try to approximate the efficient frontier, gener-

ate a very large amount of solutions. This exceeds the 

cognitive abilities of an average DM to identify satisfac-

torily the best compromise. Even if we could apply the 

multicriteria decision analysis methods, this process can 

turn too hard, because these methods do not perform well 

on decision problems with so many alternatives. 

In order to address these drawbacks, in [30] Fernandez 

et al. proposed a method of preference incorporation in 

multiobjective evolutionary optimization, which was after 

extended in [10] to project portfolio optimization. They 

use a fuzzy outranking preference system to identify a 

small privileged subset of Pareto-efficient solutions. The 

model is independent of the number of criteria considered 

by the DM, and achieves to solve instances in a range of 

100-500 projects and 9-16 objectives. Another advantage 

is its high tolerance to imprecise objective values, and its 

capacity of handling ordinal and qualitative criteria. 

However, the model of Fernandez et al. ([10, 30]) does 

not consider interactions among projects, what is an im-

portant concern in most practical applications. 

In light of this feedback, we propose a portfolio opti-

mization metaheuristic approach based on the preferential 

model of Fernandez et al. ([10]). So, our metaheuristic 

inherits all advantages of their model, but we have incor-

porated the capacity to solve portfolios with interdepend-

ent projects. Several papers in the literature consider the 

synergy as an inherent characteristic of the portfolio prob-

lem (e.g. [5, 18, 24, 31]). Our solution approach, called 

Non-Outranked Ant Colony Optimization (NO-ACO) 

shows promising results compared to other related algo-

rithms. Experimental results provide evidence that is very 

capable to get close to the Pareto frontier when is looking 

for the best compromise. 

3. Preference incorporation in multicriteria optimiza-

tion metaheuristic approaches 

Because it would be difficult to determine the Pareto fron-

tier in real applications, most search algorithms are lim-

ited to a predetermined number of efficient solutions. 

With the intention of finding a representative sample of 

the Pareto frontier, some algorithms include distance 

measures that favor the spread among solutions (e.g. [32, 

33]). However, this do not ensure that the best compro-

mise can be found, and if even so, the solution set exceeds 

the capacity of an average DM to make the decision pro-

cess successfully. 

In order to make easier the decision making phase, the 

DM would agree with incorporating his/her multicriteria 

preferences into the search process. This preference in-

formation is used to guide the search towards the Region 

Of Interest (ROI) ([34]), the privileged zone of the Pareto 

frontier that best matches the DM’s preferences. 

DM preference information can be expressed in differ-

ent ways. According to Bechikh ([35]), the most com-

monly used ways are the following: 

 those in which importance factors (weights) are as-

signed by the DM to each objective function (e.g. [36, 

37]), 

 those in which the DM makes pair-wise comparisons 

on a subset of the current population in order to rank the 

sample’s solutions (e.g. [38, 39]), 

 when pair-wise comparisons between pairs of objec-

tive functions are performed in order to rank the set of 

objective functions (e.g. [40, 41]), 

 those based on goals or aspiration levels to be 

achieved by each objective (reference point) (e.g. [42, 

43]), 

 when the DM identifies acceptable trade-offs between 

objective functions (e.g. [44]); 

 when the DM supplies the model’s parameters to build 

a fuzzy outranking relation (e.g. [10, 30]); 
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 construction of a desirability function which is based 

on the assignment of some desirability thresholds (e.g. 

[45]). 

In the field of portfolio optimization, the model of Fer-

nandez et al. ([10]) has shown substantial benefits for 

tackling these problems. This model is briefly explained 

below. 

 

3.1. The best portfolio in the sense of Fernandez et al. 

([10]) 

The proposal by Fernandez et al. ([10, 30]) is based on the 

relational system of preferences described by Roy in [46]. 

A crucial model is the degree of credibility of the state-

ment "x is at least as good as y"; this is represented as 

σ(x,y) and could be calculated using proven methods of 

literature, such as ELECTRE ([47]) and PROMETHEE 

([48]). The proposal by Fernandez et al. ([10]) identifies 

one of the following relations for each pair of portfolios 

(x,y) controlled by the parameters λ, β, and ε (0 ≤ ε ≤ β ≤ 

λ and  λ≥0.5): 

1) Indifference: From the DM perspective, both alterna-

tives have a high degree of equivalence; therefore he/she 

cannot state that one is preferred over other. This relation-

ship is denoted as xIy. In terms of σ(x,y) is defined as the 

conjunction of:  

a. σ(x,y) ≥ λ  σ(y,x) ≥ λ. 

b. |σ(x,y) − σ(y,x)| ≤ ε. 

2) Strict preference: Denoted as xPy, represents the situa-

tion when the DM significantly prefers x. It is defined as a 

disjunction of the conditions: 

a. x dominates y. 

b. σ(x,y) ≥ λ  σ(y,x) < 0.5. 

c. σ(x,y) ≥ λ  (0.5 ≤ σ(y,x) ≤ λ)  (σ(x,y) − 

σ(y,x)) ≥ β. 

3) Weak preference: Represented as xQy, models a state 

of doubt between xPy and xIy. It can be defined as the 

conjunction of: 

a. σ(x,y)≥λ  σ(x,y)≥σ(y,x). 

b. ¬xPy  ¬xIy. 

4) Incomparability: From the point of view of DM, there 

is a high heterogeneity between the alternatives, so he/she 

cannot set a preference relation between them. It is denot-

ed as xRy, and is expressed in terms of σ(x,y) as 

xRyσ(x,y) < 0.5  σ(y,x)<0.5. 
5) k-Preference: Represents a doubt between xPy and 

xRy, and is denoted as xKy. (x,y)K if the following three 

conditions are true:   

a. 0.5 ≤ σ(x,y) < λ. 

b. σ(y,x) < 0.5. 

c. σ(x,y)-σ(y,x) > β/2 

Indifference corresponds to the existence of clear and 

positive reasons that justify equivalence between the two 

options. Besides, incomparability represents situations 

where the DM cannot, or does not want to, express a pref-

erence. Strict preference is associated with conditions in 

which the DM has clear and well-defined reasons justify-

ing the choice of an alternative over the other. However, 

due to the DM usually has a non-ideal behavior, there ex-

ist the weak preference and the k-preference. These rela-

tions can be considered as “weakened” ways of the strict 

preference. 

The model parameters need to be adjusted according to 

the specific characteristics of the problem and the DM. 

This can be done by an interaction between the DM and a 

decision analyst, utilizing, if necessary, indirect elicitation 

methods to support this task ([49, 50, 51]). 

From a set of feasible portfolios O, the preferential sys-

tem defines the following sets: 

1) S(O,x) = {yO | yPx}, composed of the solutions that 

strictly outrank x. 

2) NS(O) = {xO | S(O,x) = }, is known as non-strictly-

outranked frontier. 

3) W(O,x) = {yNS(O) | yQx  yKx}, composed of the 

non-strictly-outranked solutions that weakly outrank x. 

4) NW(O) = {xNS(O) | W(O,x) = }, is known as non-

weakly-outranked frontier. 

Obviously, solutions that presumed to be the best com-

promise among a set O of actions must belong to NS(O). 

However, there may be more than one solution with such 

feature, so more information is needed to describe the 

DM’s preferences and enhance the optimization process. 

A solution belonging to NW(O) has a greater potential to 

be the best compromise that those that do not have this 

condition. 

Besides the weak outranking, the net flow score is an-

other measure used by Fernandez et al. ([10, 30]) to iden-

tify the DM’s preferences in the non-strictly-outranked 

frontier. It can be defined as: 
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Since Fn(x)>Fn(y) indicates a preference for x over y, 

Fernandez et al. ([10]) define: 

1) F(O,x) = {yNS(O) | Fn(y)>Fn(x)}, as the set of non-

strictly-outranked solutions that surpass in net flow to x. 

2) NF(O) = {xNS(O) | F(O,x) = }, is known as net 

flow non-outranked frontier. 

Then, the model proposed in [10] suggests finding the 

best compromise in O by solving Problem 3: 
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with pre-emptive priority favoring |S(O,x)|. Fernandez et 

al. proved in [10] that the best portfolio compatible with 

the fuzzy outranking relation σ should be a (0,0,0) solu-

tion to Problem 3 with O=RF. 

4. Our proposal 

Fernandez et al. ([10]) solve Problem 3 by using an evolu-

tionary algorithm inspired by NSGA2. This performs well 

when interdependent projects are not considered. Howev-

er, if project interaction is addressed, the crossover opera-
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tion could remove convenient synergetic projects from the 

portfolio. Therefore, we prefer to use a building-oriented 

metaheuristic approach. 

Our algorithm, NO-ACO (Non-Outranked Ant Colony 

Optimization), is based on the optimization idea proposed 

in [52] by Dorigo and Gambardella which has been 

adapted more than once to find a set of Pareto solutions 

(e.g. [31, 53, 54]). Unlike other multiobjective ant-based 

optimization methods, NO-ACO incorporates the prefer-

ence model from [10, 30]. The algorithm performs the 

optimization process through a set of agents called ants. 

Each ant in the colony builds a portfolio by selecting a 

project at a time. The way how to choose each project is 

called selection rule. When all ants have finished con-

structing their portfolios, these are evaluated and each ant 

drops pheromone according to this assessment. Phero-

mone is a learning kind that allows next generation of 

ants to acquire knowledge of the structure of the best so-

lutions. To prevent premature convergence, the colony 

includes a strategic oblivion mechanism, known as evapo-

ration, which reduces the pheromone trail every specified 

period of time. 

In order to improve the intensification, NO-ACO in-

cludes a variable neighborhood search for the best solu-

tions. This local search runs once per iteration. 

This intensifier scheme is complemented by a diversi-

fier mechanism, in which portfolios that have remained 

non-strictly-outranked for more than γ generations are 

removed from the solution set. This allows relaxing the 

selective pressure. This behavior is desirable whether the 

algorithm has only found out local optima. 

The optimization process ends when reaching a prede-

termined termination criterion, such as a maximum num-

ber of iterations, or subsequent recurrence of the best so-

lution. The following sections describe in further detail 

the elements of NO-ACO algorithm. 

 

4.1. Pheromone representation 

Pheromone is usually represented by the Greek letter τ 

and is modeled in NO-ACO as a two dimensional array of 

size N×N, where N is the total number of applicant project 

proposals. The pheromone between two projects i and j is 

represented as τi,j, and indicates how good is that both 

projects receive financial support. Pheromone values are 

in range (0,1], initializing at the upper limit to prevent 

premature convergence. The pheromone matrix acts as a 

reinforcement learning structure reflecting the knowledge 

gained by ants that formed high-quality portfolios. Pher-

omone transmits it to ants of the next generation for 

building better solutions. 

 

4.2. Selection rule 

Each ant builds its portfolio by selecting one by one the 

projects, taking into account two factors: 

1) Local knowledge: This considers the benefits provided 

by the project to the portfolio and how much resource it 

consumes. Local knowledge for a project i is denoted as 

ηi and is calculated by the expression:  
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where ci is the cost of project i, p is the number of objec-

tives, X is the applicant project list, and fj(i) the benefits of 

the project i to the jth objective. Formula 4 promotes the 

inclusion of projects that have a good balance between 

intended objectives and requested budget. 

2) Global knowledge: This takes into account the experi-

ence of previous generations ants, expressed in the pher-

omone matrix. The global knowledge for the project i to 

be included in a portfolio x is denoted by ),( ix  and is 

defined by the expression:  
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where N is the total number of applicant projects, xj is the 

binary value indicating whether the jth project is included 

in the portfolio x, and τi,j is the pheromone for projects i 

and j. The numerator in (5) is the total sum of pheromone 

between i and each project in the portfolio x; and the de-

nominator is the cardinality of x. The global knowledge 

favors the selection of projects that were part of the best 

portfolios in previous generations. At the first iteration 

this knowledge has no effect on portfolio formation pro-

cess. 

Both knowledge factors are linearly combined into a 

single evaluation function: 
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where w is a weight parameter between global and local 

knowledge, and should receive a value between zero and 

one. Each ant in the colony has a different value for w 

generated at random. Function Ω forms the basis of the 

selection rule. 

If x is a partially-constructed portfolio, one or more 

projects may be included to x. From among all project 

proposals, only those ones that are not part of x and 

whose inclusion favors the fulfillment of budgetary con-

straints should be considered. This set is known as candi-

date project list and is denoted by X
 Ө

. Note that X
Ө
 is a 

subset of X. The choice of what jX
 Ө

 will be added is 

made by using the selection rule: 
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where j is the next project to be included,  is a pseu-

dorandom number between zero and one; α1 is a parame-

ter that sets the intensification probability in the algorithm 

(choosing the project with the greatest value of Ω); whilst 

α2−α1 is the probability to trigger a middle state between 

intensification and diversification (selecting randomly a 

project i with probability proportional to its assessment 

Ω), this selection scheme is represented by L ; in the 

event that >α2, diversification is promoted by means of 

the function ℓ (taking a project  uniformly at random). 

 

4.3. Pheromone laying and evaporation 

At the beginning of the first iteration, the pheromone ma-

trix is initialized to 1, ji  for all NNji ),( . After 

that, each ant constructs a feasible portfolio. In a colony 

with n ants, n new solutions are generated at the end of 

each iteration, and also there is a set of size m with the 

best portfolios found out in previous iterations. If all al-

ternatives are integrated into a set O whose cardinality is 

n+m, we can identify the non-strictly-outranked front 

NS(O). 

In addition, NS(O) is subdivided into domination fronts 

similarly to NSGA-II ([32]). The fronts are obtained con-

sidering two objectives to minimize: W(O,x) and F(O,x),  

according to the best-compromise definition given in (3). 

The set composed by these fronts is denoted by 

},,,,{ 121   kFFFF , where 1F  contains the non-

dominated solutions, 2F contains the dominated by only 

one solution, 3F the dominated by two solutions, and so 

forth. In general, the solutions dominated by k solutions 

are in 1kF . The setF will be used in the pheromone inten-

sification in order to increase the selective pressure to-

wards the best compromise. 

Each pair of projects (i,j) for each solution cO inten-

sifies the pheromone trail according to the expression: 

 



 


otherwise.

),( if

,

,,

,

ONSc

ji

jiji

ji 


      (8) 

 

If c is a non-strictly-outranked solution, then there is a 

k such that kc F . The cpheromone increase depends on 

k, and is defined as: 

 

. if)1(
1

,, kjiji c
k

F
F

F














 
     (9) 

 

If there are cycles in the strict preference relation, no 

solution can be identified into NS(O). This may result 

from a wrong settlement of model parameters; in this 

case, a closer interaction with the DM will be required for 

reaching a consistent preference representation. Another 

reason may be a high heterogeneity in preferences when 

the DM is a conflicting group. 

At the end of each iteration, the entire pheromone ma-

trix is evaporated through a multiplication by a constant 

factor between zero and one, denoted as ρ. 

 

4.4. Local search 

The algorithm intensification is promoted by a greedy 

variable-neighborhood local search that is only carried out 

on non-strictly-outranked solutions. This search explores 

regions near to the best known solutions by a simple 

scheme consisting of selecting randomly v projects, and 

generating all possible combinations of them for each so-

lution in the non-strictly-outranked frontier. Small values 

for v provoke a too greedy behavior, whereas large values 

produce intolerable computation times. In our experi-

ments we obtained a good balance between both by using 

 Nv ln .  

5. Case study: Optimization of social assistance port-

folios 

Consider a DM facing a portfolio problem, with 100 pro-

ject proposals that attempt to benefit the most precarious 

social classes. The project quality is measured as the 

number of beneficiaries for each of nine criteria estab-

lished previously. Each objective is associated to one of 

three classes (extreme poverty, lower class and lower-

middle class) and one of three levels of impact (low, me-

dium and high). 
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Table 1: Effect of preferences incorporation on the Pareto Ant Colony Optimization algorithm 

Instance Algorithm 
Time  (se-

conds) 

Size of the 

solution set 

Non-dominated 

solutions in 

O1 O2  

Solutions belong-

ing to NS(O1 

O2) 

Obtains the best 

compromise in   

O1 O2 

1 
P-ACO 3448.07 2006       928   10 
P-ACO-P  536.66 15 15 10 

2 
P-ACO 3470.29 2514 1295 7 
P-ACO-P 775.94 19 19 13 

3 
P-ACO 3485.16 2456 280 13 
P-ACO-P 1112.49 34 34 17 

4 
P-ACO 3591.27 2587 1392 10 

P-ACO-P 734.58 38 37 19 

5 
P-ACO 3525.85 2245 1165 10 
P-ACO-P 1035.85 21 21 15 

Note: O1 and  O2 are the solution sets generated by P-ACO and P-ACO-P respectively 

The best compromise is a (0,0,0) solution to Problem 3 

 

The total budget to distribute is 250 million dollars. 

The proposals can be grouped into three types according 

to their nature, and into two geographic regions according 

to the impact location. Furthermore, desiring to provide 

equitable conditions, the DM imposes the following re-

strictions: 1) the budget allocated to support each project 

type should vary between 20% and 60% of the total 

budget, and 2) the financial support allocated to each re-

gion must be at least 30% of the total, and no more than 

70%. 

Also, the DM has identified 20 relevant interactions 

among projects: four of them are cannibalization phe-

nomena, six correspond to situations of mutually exclud-

ing projects, and ten are synergism interactions. There are 

up to five projects per interaction. Into our algorithm, the-

se relations are modeled as in [5]. 

Below, we present a range of experiments to verify the 

validity and advantages of our approach to solve this case 

study. They give evidence of the benefits of incorporating 

DM preferences during the optimization process, and 

thus, they also prove that our approach has good potential 

in solving real resource-allocation problems. 

 

5.1. Effect of the DM´s preference incorporation 

In order to appraise which is the effect on a multi-

objective optimization algorithm by incorporating DM 

preferences, we implemented the P-ACO algorithm pro-

posed by Doerner et al. in [31]. 

To the best of our knowledge, P-ACO is the most 

prominent ant colony algorithm applied to solve project 

portfolio selection. 

We also developed a version of P-ACO including the 

preferential model described in Section 3. This adaptation 

was called P-ACO with preferences (P-ACO-P). The lat-

ter, instead of approximating the Pareto frontier defined 

by the nine maximizing objectives of the problem, 

searches the best compromise expressed by (3). It is easy 

to prove that the set of solutions pursued by P-ACO-P is a 

subset of P-ACO’s. 

In order to reflect a credible decision situation, we as-

sign the values suggested by Fernandez et al. in [30] to 

the preferential model parameters. 

Both algorithms were programmed in Java language, 

using the JDK 1.6 compiler, and NetBeans 6.9.1 as inte-

grated development environment. The experiments were 

run on a Mac Pro with processor Intel Quad-Core 2.8 

GHz and 3 GB of RAM. The P-ACO parameter setting 

was the suggested by Doerner et al. ([31]). The version 

that incorporates preferences has the same setting values. 

Table 1 shows the experimental results on five artifi-

cial instances following the case-study features.  

As is observed in Table 1, incorporating preferences 

provides a closer approximation to a privileged region of 

the Pareto frontier. The version considering preferences 

provides solutions that dominated the 57%, on average, of 

solutions from the algorithm original version. There is 

also a significant run-time reduction (in the test cases, it 

was 76% on average). Also, if the model of preferences 

matches with the DM´s preferences, the real best com-

promise among the set of all portfolios generated is al-

ways identified by P-ACO-P. Furthermore, when the DM 

has to choose one alternative as the final decision, the 

thousands of portfolios from P-ACO shall make difficult 

to make a decision. By incorporating preferences, this 

drawback is very strongly reduced. 

 

5.2. Analysis of the algorithm performance 

This section is presented with the intention to provide 

evidence of the performance of our algorithm NO-ACO. 

The main differences from the P-ACO-P (with prefer-

ences) are presented in Table 2. In order to verify whether 

the NO-ACO strategies have been properly instantiated, 

in this section we compare the performance of NO-ACO 

with P-ACO incorporating preferences. 

We have deactivating the local search of our algorithm, 

with the intention of achieving comparison conditions as 

balanced as possible. 

The experimental results are shown in Table 3, where 

can be observed that, although P-ACO-P finds larger so-

lution sets, most of these are suboptimal solutions with 

respect to NO-ACO’s. So the non-strictly-outranked fron-

tier is better approximated by NO-ACO. 
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Table 2: Main differences between P-ACO (with preferences) and NO-ACO algorithms 

Algorithm element The way like P-ACO-P carries out it The way like NO-ACO carries out it 

Pheromone represen-

tation 

A two-dimensional matrix with size N p´ . Where 

N is the number of applicant projects and p is the total of 

criteria. 

A two-dimensional matrix with size N N´ . 

Pheromone laying 
The best and the second best solutions for each ob-

jective intensify the pheromone. 

The solutions intensify the pheromone according to 

dominance fronts. 

Pheromone evapora-

tion 
The ants do it during the solution building. 

The entire pheromone matrix is evaporated once per 

iteration. 

Lifespan for  the ants 
It is randomly generated. Every time an ant adds a 

project, the lifespan is decreased by one. 

It is equal to budget. Every time an ant adds a project, 

the project cost is deducted from the lifespan. 

Local knowledge It promotes the forming of feasible portfolios. 
It promotes the inclusion of projects with higher ratio 

between benefits and cost. 

Ignoring old solu-

tions of the search 

process. 

It is not considered. 
Non-strictly-outranked solutions with more than λ it-

erations are taken out from the search. 

  

 

In addition, for all test instances, our proposal is able to 

identify the best compromise from both solution sets. 

Concerning run times, there are no significant differences 

according to a Student's t test for paired samples, using a 

confidence level of 90%. 

The NO-ACO parameter setting used to obtain the re-

sults in Table 3 is: 65.01  , 75.02  , 10.0 , 

5 , 21max rep , and 1000max iter . Moreover, the 

colony has one hundred ants. This setting was obtained 

from exploring parameters values with the objective of 

achieving a good algorithmic performance.   

 

5.3. Solving problems with high dimensionality 

The tests shown in this section are limited to one hundred 

projects and nine objectives. These dimensions exceed 

those addressed by most studies in the scientific literature 

(e.g. [24, 25, 31, 61]). These dimensions are appropriate 

for most portfolio problems in the business sector; how-

ever, in public organizations, the problem size may be 

larger. In order to explore the capacity of our algorithm to 

solve instances with a large size, we generated a set of 

instances with 500 projects and 16 criteria to optimize. 

The interpretation is similar to that described at the 

beginning of this section: there is a budget to distribute to 

250 million dollars, also the DM want to keep balancing 

conditions and has grouped the projects into two areas 

and in three regions and imposed budgetary constraints 

for each one (30-70% for each area and 20-60% for each 

region). In addition, the DM has identified 100 relevant 

interactions between projects: 20 are cannibalization phe-

nomena, 30 correspond to redundancy among projects 

and 50 are synergies that generate added value. 

Unlike the 100-projects case, in these instances it is 

not possible to generate an acceptable approximation of 

the Pareto frontier that can be used as reference for com-

parison purposes. Even the best multiobjective algorithms 

are degraded attempting to generate it. This combined 

with computation times that would be intolerable or an 

abrupt interruption of the algorithms if they fail to con-

verge towards the frontier. 

Among several heuristics frequently used, we chose 

one based on assigning budgetary resources according to 

project-ranking information. Here, a project ranking is 

built by using a cost-benefit ratio; the benefit is modeled 

by a weighted sum, whose weights are adjusted to reflect 

the DM’s preferences. The project ranking is built follow-

ing the order given by the cost-benefit ratio. 

Once the set of projects has been ranked, the resources 

may be allocated by following the priorities implicit in the 

rank order until no resources are left. This ensures, at 

least, the inclusion of projects that provide more benefit 

per dollar. 

Synergism can be tackled if the inter-projects interac-

tions are modeled as dummy projects that can be ranked. 

Table 4 concentrates only five of 164 solutions found out 

by NO-ACO as an approximation to non-strictly-

outranked frontier. Our algorithm converges after 21,625 

seconds. The best compromise found (Solution 1) outper-

forms the ranking-based portfolio, even in Pareto sense.  

 
Table 3: Comparative analysis of the NO-ACO performance 

Instance Algorithm 
Time  (se-

conds) 

Size of the 

solution set 

Non-dominated 

solutions in   

O1 O2 

Solutions be-

longing to 

NS(O1 O2) 

Obtains the best 

compromise in 

O1 O2 

1 
P-ACO-P 536.66 15 0 0 
NO-ACO 248.68 10 10 10 

2 
P-ACO-P 775.94 19 0 0 
NO-ACO 891.76 6 6 6 

3 
P-ACO-P 1112.49 34 0 0 
NO-ACO 789.09 5 5 5 

4 
P-ACO-P 734.58 38 0 0 
NO-ACO 763.98 7 7 7 

5 
P-ACO-P 1035.85 21 16 9 
NO-ACO 456.43 10 10 9 

 

 

 

Note: O1 and  O2 are the solution sets generated by P-ACO and P-ACO-P respectively 
The best compromise is a (0,0,0) solution to Problem 3
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Table 4: A sample of the non-strictly-outranked frontier generated by NO-ACO compared to the ranking-based solution. 

  
Portfolio 

Values of objective functions Number of solutions that outranks it 

  1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 strictly weakly 
in net flow 

score 

b
y
 N

O
-A

C
O

 

1 106 806 504 612 107 811 502 605 983 871 473 610 108 847 499 597 0 0 0 

2 96 766 467 556 98 786 459 562 988 772 457 565 98 756 454 545 0 0 1 

3 98 730 461 562 99 740 475 564 988 796 464 563 95 767 453 541 0 1 2 

4 100 742 479 545 94 744 459 565 992 785 451 547 96 745 447 535 0 2 1 

5 96 742 462 553 95 751 456 562 999 809 454 562 94 776 452 546 0 2 1 
                                    

   

Ranking-

based 
96 736 471 558 95 762 453 561 944 768 469 565 97 756 436 540 5 0 5 

 

Another ten instances were generated following the 

same features. When they were solved by NO-ACO, we 

observe the same behavior:  the ranking-based portfolio 

was dominated by the best compromise by NO-ACO. 

This test gives some evidence of the applicability of our 

approach to solve large-scale real instances. 

6. Conclusions and future work 

We have presented an original proposal to optimize inter-

dependent projects portfolios.  This proposal is an adapta-

tion of the well-known Ant Colony Optimization 

metaheuristic, but incorporating preferences based on the 

outranking model by Fernandez et al. (10). 

Our algorithm (NO-ACO) searches for optimal portfo-

lios in synergetic conditions and can handle interactions 

impacting both objectives and costs. Redundancy is also 

considered during portfolio formation.  

By incorporating preferences, the selective pressure 

toward a privileged zone of the Pareto frontier is in-

creased. Thus, a zone that matches better the DM’s pref-

erences can be identified. 

In comparison with other metaheuristic approaches that 

do not incorporate preferences, NO-ACO achieves a bet-

ter closeness to the true Pareto front with less computa-

tional effort. 

Being enriched by preferences, our proposal acquires 

the ability to solve efficiently portfolio problems with 

higher dimensions than those reported in scientific litera-

ture. 

Compared to the popular ranking-based method, NO-

ACO finds out solutions that outperform to the ranking-

based portfolio, both in Pareto dominance and strict out-

ranking. 

As future work we are going to add the alternative of 

partial project support. It will also be important to explore 

the limits of this approach, by finding the top size within 

instances can be solved with acceptable performance. 
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1. Introduction      

The fast growth of the societies along with the development and use of the technology, due 
to this at the moment have much information which can be analyzed in the search of 
relevant informationto make predictions or decision making. Knowledge Discovery and 
Data Mining are powerful data analysis tools. The term Data mining is used to describe the 
non-trivial extraction of implicit, Data Mining is a discovery process in large and complex 
data set, refers to extracting knowledge from data bases. Data mining is a multidisciplinary 
field with many techniques. Whit this techniques you can create a mining model that 
describe the data that you will use (Ponce et al., 2009a). 
Typical Data Mining techniques include clustering, association rule mining, classification, 
and regression.  
We show an overview of some algorithms that used the data mining to solve problems that 
arisen from the human activities like: Electrical Power Design, Trash Collectors Routes, 
Frauds in Saving Houses, Vehicle Routing Problem. 
One of the reasons why the Data Mining techniques are widely used is that there is a need to 
transform a large amount of data on information and knowledge useful.  
Having a large amount of data and not have tools that can process a phenomenon has been 
described as rich in data but poverty in information (Han & Kamber, 2006). This steady 
growth of data, which is stored in large databases, has exceeded the ability of human beings 
to understand. Moreover, various problems they might present a constant stream of data, 
which may be more difficult to analyze the power of information. 
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1.1 Tree decisions to improve electrical power design 

A decision tree (DT) is a directed acyclic graph, consisting of a node called root, which has 
no input arcs, and a set of nodes that have an entrance arch. Those nodes with output arcs 
are called internal nodes or nodes of evidence and those with no output arcs are known as 
leaf nodes or terminal nodes of decision (Rokach & Maimon, 2005).  
 The main objectives pursued by creating a DT (Safavian & Landgrebe, 1991) are:  
• Correctly classify the largest number of objects in the training set (TS).  
• Generalize, during construction of the tree, the TS to ensure that new objects are 

classified with the highest percentage of correct answers possible.  
• If the dataset is dynamic, the structure of DT should be upgraded easily.  
An algorithm for decision tree generation consists of two stages: the first is the induction 
stage of the tree and the second stage of classification.  In the first stage is constructed 
decision tree from training set, commonly each internal node of the tree is composed of an 
attribute of the portion of the test and training set present in the node is divided according 
to the values that can take that attribute. The construction of the tree starts generating its 
root node, choosing a test attribute and partitioning the training set into two or more 
subsets, for each partition generates a new node and so on.  When nodes are more objects of 
a class generate an internal node, when it contains objects of a class, they form a sheet which 
is assigned the class label.  In the second stage of the algorithm, each new object is classified 
by the tree constructed, the tree is traversed from the root to a leaf node, from which 
membership is determined to some kind of object. The way forward in the tree is 
determined by decisions made at each internal node, according to attribute this to the test.  
Pattern Recognition one of the most studied problems is the supervised classification, where 
it is known that a universe of objects is grouped into a given number of classes which have 
of each, a sample of known objects belong to it and the problem is given a new order to 
establish their relationships with each of those classes (Ruiz et al., 1999).  
 Supervised classification algorithms are designed to determine the membership of an object 
(described by a set of attributes) to one or more classes, based on the information contained 
in a previously classified set of objects (training set - TS).  
Among the algorithms used for solving supervised classification are decision trees.  A 
decision tree is a structure that consists of nodes (internal and leaves) and arches.  Its 
internal nodes are characterized by one or more attributes of these nodes test and emerge 
one or more arcs.  These arcs have an associated attribute value test and these values 
determine which path to follow in the path of the tree.  
Leaf nodes contain information that determines the object belongs to a class.  The main 
characteristics of a decision tree are: simple construction, no need to predetermine 
parameters for their construction, can treat multi-class problems the same way he works 
with two-class problems, ability to be represented by a set of rules and the easy 
interpretation of its structure. 

1.1.1 Classifications of decision trees  

There are various classifications of decision trees, for example according to the number of 
test attributes in their internal nodes there are two types of trees:  
• Single-valued: only contain a test attribute on each node.  Examples of these algorithms 

include ID3 (Mitchell, 1997), C4.5 (Quinlan, 1993), CART (Breiman et al., 1984), FACT 
(Vanichsetakul & Loh, 1988), QUEST (Shis & Loh, 1988), Model Trees (Shou et al., 2005), 
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CTC (Perez et al., 2007), ID5R (Utgoff, 1989), ITI (Utgoff et al., 1997), UFFT (Gama & 
Medes, 2005), StreamTree (Jin & Agrawal, 2003), FDT (Janikowo, 1998), G-DT (Pedrycz, 
2005) and Spider (Wang, et al., 2007).  

• Multivalued: they have to a subset of attributes in each of its nodes.  For example, PT2 
(Utgoff & Brodley,1990), LMDT (Utgoff & Brodley,1995), GALE (Llora & Wilson, 2004) 
and C-DT.  

According to the type of decision made by the tree, there are two types of trees:  
• Fuzzy: give a degree of membership of each class of the data set, for example, C-DT, 

FDT, G-DT and Spider.  
•  Drives: assign the object belongs to only one class, so the object is or does not belong to 

a class, are examples of such algorithms: ID3, C4.5, CART, FACT, QUEST, Model Trees, 
CTC, LMDT, GALE, ID5R, ITI, UFFT, and StreamTree PT2.  

The algorithms for generation of decision trees can be classified according to their ability to 
process dynamic data sets, i.e. sets in which lets you add new objects.  
According to this there are two types of algorithms for generation of decision trees:  
• Incremental: can handle dynamic data sets which are getting a partial solution as they 

are looking at the objects.  Examples of such algorithms are: ID5R, ITI, UFFT, and 
StreamTree PT2.  

• No Incremental: can only work on static data sets as needed for the solution to the 
dataset in its entirety.  Examples include: ID3, C4.5, CART, FACT, QUEST, Model Trees, 
CTC, FDT, G-DT, Spider LMDT, GALE and C-DT. 

1.1.2 Decision tree application 

To diagnose the electric power apparatus, the decision tree method can be a highly 
recommended classification tool because it provides the if-then-rule in visible, and thus we 
may have a possibility to connect the physical phenomena to the observed signals. The most 
important point in constructing the diagnosing system is to make clear the relations between 
the faults and the corresponding signals. Such a database system can be built up in the 
laboratory using a model electric power apparatus, and we have made it. The next 
important thing is the feature extraction (Llora & Wilson, 2004). 

2. Trash collectors routes organized by profiles 

Waste. It is something that we produce as part of everyday living, but we do not normally 
think too much about our waste. Actually many cities generates a waste stream of great 
complexity, toxicity, and volume (see fig. 1). It includes municipal solid waste, industrial 
solid waste, hazardous waste, and other specialty wastes, such as medical, nuclear, mining, 
agricultural waste, construction and demolition (C&D) waste, household waste, etc. (OECD, 
2008).  
In the management of solid waste have the problem relates to the household waste is the 
individual decision-making over waste generation and disposal. When the people decide 
how much to consume and what to consume, they do not take into account how much 
waste they produce.  
Therefore garbage collection is a very complex (even though in most cases do not perceive 
it) as not only identify routes used by vehicles for this purpose (which by itself is highly 
complex, to be taken into consideration many factors including the capability of vehicles, the 
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amount of waste that can each container, the type of waste, which is held in each container, 
the distance between containers, street address, etc.), but to determine what the best way to 
make such collection (Marquez, 2009). 
Currently a major concern in the world is the way which must be stored, recycled or destroy 
the waste that we produce (as they have done studies that indicate that the daily waste 
production per person is about an extra kilogram to the produced in the manufacture of the 
products we use daily) which starts with the garbage collection process. 
There are many algorithms and techniques being used to improve the collection process, 
creating different routes on the basis of the different profiles from those who generate the 
garbage and of the type of waste, some of these algorithms and techniques are: Ant Colony 
Algorithms, Hybrid Genetic Algorithms, Data Mining, among others. 
 

 
Fig. 1. Example of composition by weight of household garbage 

3. Fraud analysis in saving houses 

Fraud is an illegal activity, which has many variants and is almost as old as mankind. Fraud 
tries to take advantage in some way, usually economic, by the fraudster with respect to the 
shame. Specifically in the case of plastic card fraud there are several variants (Sánchez et al., 
2009). The total cost of plastic card fraud is bigger respect to other forms of payment. The 
first line of defence against fraud is based on preventive measures such as the Chip and PIN 
cards. Next step is formed by methods employed to identify potential fraud trying to 
minimize potential losses. These methods are called fraud detection systems (FDS), and a 
variety of ways are used to detect the most behavior potential fraudulent. 

3.1 Techniques for detection of frauds 

There are two major frameworks to detect fraud through statistical methods. If fraud is 
conducted in a known way, the pattern recognition techniques are typically used, especially 
supervised classification schemes (Whitrow et al., 2009). On the other hand if the way in which 
fraud is not know, for example, when there are new fraudulent behaviors, outlier analysis 
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methods are recommended (Kou et al., 2004).  Previous research has established that the use of 
outlier analysis is one of the best techniques for the detection of fraud in general. Some studies 
show simple techniques for anomaly detection analysis to discover plastic card fraud. 
(Juszczak et al., 2008).  However, to establish patterns to identify anomalies, these patterns are 
learned by the fraudsters and then they change the way to make de fraud. Other problem with 
this approach is not always abnormal behaviors are fraudulent, so a successful system must 
locate the true positive events, that is, transactions that are detected as fraud, but they really 
are fraud and not only appear to be fraudulent. Time is a factor against it, because to reduce 
losses, fraud detection should be done as quickly as possible.  In practical applications it is 
possible to use supervised and unsupervised methods together. 

3.1.1 Clustering 

The clustering is primarily a technique of unsupervised approach, even if the semi-
supervised clustering has also been studied frequently (Basu et al., 2004). Although often 
clustering and anomaly detection appear to be fundamentally different from one another, 
have developed many techniques to detect anomalies based on clustering, which can be 
grouped into three categories which depend on three different assumptions regarding 
(Chandola et al., 2009): 
a. Normal data instances belong to a pooled data set, while the anomalies do not belong to 

any group clustered. 
b. Normal instances of data are close to the cluster centroids, while anomalies are further 

away from these centroids. 
c. The normal data belongs to large, dense clusters, whereas the anomalies belong to small 

and sparse clusters. 
Each of the above assumptions has their own forms of detect outliers which have 
advantages and disadvantages between them. 

3.1.2 Hybrid systems 

However, as in many aspects of artificial intelligence, the hybridization is a very current 
trend to detect abnormalities. The reason is because many developed algorithms do not 
follow entirely the concepts of a simple classical metaheuristic (Lozano et al., 2010), to solve 
this problem is looking for the best from a combination of metaheuristics (and any other 
kind of optimization methods) that perform together to complement each other and produce 
a profitable synergy, to which is called hybridization (Raidl, 2006). 
Some possible reasons for the hybridization are (Grosan et al., 2007):  
1. Improve the performance of evolutionary algorithms.  
2. Improve the quality of solutions obtained by evolutionary algorithms. 
3. Incorporate evolutionary algorithms as part of a larger system.  
In this way, Evolutionary Algorithms (EAs) have been the most frequently technique of 
hybridization used for clustering. However previous research in this respect has been 
limited to the single objective case: criteria based on cluster compactness have been the 
objectives most commonly employed, as the measures provide smooth incremental 
guidance in all parts of search space.  
Since many years ago there has been a growing interest in developing and applying of EAs 
in multi-objective optimization (Deb, 2001).  
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The recent studies on evolutionary algorithms have shown that the population-based 
algorithms are potential candidate to solve multi-objective optimization problems and can 
be efficiently used to eliminate most of the difficulties of classical single objective methods 
such as the sensitivity to the shape of the Pareto-optimal front and the necessity of multiple 
runs to find multiple Pareto-optimal solutions. 
In general, the goal of a multi-objective optimization algorithm is not only to guide the search 
towards the Pareto-optimal front but also to maintain population diversity in the set of the 
Pareto optimal solutions. In this way the following three main goals need to be achieved:  
• Maximize the number of elements of the Pareto optimal set found.  
• Minimize the distance of the Pareto front produced by the algorithm with respect to the 

true (global) Pareto front (assuming we know its location). 
• Maximize the spreads of solutions found, so that we can have a distribution of vectors 

as smooth and uniform as possible (Dehuri et al., 2009).  
So it looks like a good proposal to develop a FDS with a foundation of multi-objective 
clustering, which places the problem of detecting fraud in an appropriate context to reality.  
In the same way, the system is strengthened through hybridization using PSO for the 
creation of clusters, and then finds the anomalies using the clustering outlier concept. 
The FDS is running on the plastic card issuing institution. When a transaction arrived is sent 
to the FDS to be verified, the FDS receives the card details and purchase value to verify if the 
transaction is genuine, by calculating the anomalies, based on the expenditure profile of 
each cardholder, purchasing and billing locations, time of purchase, etc. When FDS confirms 
that the transaction is malicious, it activates an alarm and the financial institution decline the 
transaction. The cardholder concerned is contacted and alerted about the possibility that 
your card is at risk. 
To find information dynamically observation for individual transactions of the cardholder, 
stored transactions are subject to a clustering algorithm. In general, transactions are stored 
in a database of the financial institution, which contain too many attributes. Although there 
are several factors to consider, many proposals working only with the transaction amount, 
with the idea of reducing the dimensionality of the problem. However, to improve the 
accuracy of the system is recommended to use other factors such as location and time of the 
transaction. So, if the purchase amount exceeds a certain value, the time between the uses of 
the card is low or the locations where different transactions are distant are facts to consider 
activating the alarm. Therefore, the alarm must be activated with a high level of accuracy. 
Overall accuracy is simply the percentage of correct predictions of a classifier on a test set of 
“ground truth”.  TP means the rate of predicting “true positives” (the ratio of correctly 
predicted frauds over all of the true frauds), FP means the rate of predicting “false 
positives” (the ratio of incorrectly predicted frauds over those test examples that were not 
frauds, otherwise known as the “false alarm rate”) (Stolfo et al., 1997). 
Other two types of rates are considered for the results delivered by FDS, FN means the rate of 
predicting “false negatives” (the ratio of no predicted frauds over all the true frauds) and TN 
means the rate of predicting “true negatives” (the ratio of normal transactions detected). Table 
I shows the classification rate of results obtained by the FDS after analyzing a transaction. 
Once clusters are established, new transaction is entered and evaluated in the FDS, to see if 
it belongs to a cluster set or is outside of it, seeing the transaction as an anomaly and 
becoming a candidate to be fraudulent. All this required the calculation of anomalies 
through the clustering of transaction information through a multi-objective Pareto front 
with the support of Particle Swarm Optimization (PSO). 
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Outcome Classification 

Miss False Negative (FN) 

False Alarm False Positive   (FP) 

Hit  True Positive    (TP) 

Normal True Negative  (TN) 

Table 1. Classification rate of results. 

The accuracy of the FDS is represented as the fraction of total transactions (both genuine and 
fraudulent) that are detected as correct, which can be expressed as follows (Stolfo et al., 
2000). The equation 1 shows the way to computing the precision. 

 
# of  TN + # of  TP

Precision = 
Total of  carry out transaction

 (1) 

Fig. 2 shows the idea of the full flow of the process proposed for the FDS. As shown in the 
figure, the FDS is divided into two parts, one that involves the creation of clusters and the 
second in the detection of anomalies. 
Transactions outside of clusters are candidates to be considered fraudulent, however as 
mentioned above the accuracy of the system is a factor to be considered, which is expected 
to maximize in order to increase the functionality of the FDS. 
 

 
Fig. 2. Research model 

4. Data mining in vehicle routing problem 

With the rapid development of the World-Wide Web (WWW), the increased popularity and 
ease of use of its tools, the World-Wide Web is becoming the most important media for 
collecting, sharing and distributing information. Progress in digital data acquisition and 
storage technology has resulted in the growth of huge distributed databases. Due that 
interest has grown in the possibility of tapping these data, of extracting from them 
information that might be of value to the owner of the database.  
The discipline concerned with this task has become known as data mining, is the analysis of 
observational data sets to find unsuspected relationships and to summarize the data in 
novel ways that are both understandable and useful to the data owner. The relationships 
and summaries derived through a data mining exercise are often referred to as models or 
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patterns. Examples include linear equations, rules, clusters, graphs, tree structures and 
recurrent patterns in time series. 
These patterns provide knowledge on the application domain that is represented by the 
document collection. Such a pattern can also be seen as a query or implying a query that, 
when addressed to the collection, retrieves a set of documents. Thus the data mining tools 
also identify interesting queries which can be used to browse the collection. The system 
searches for interesting concept sets and relations between concept sets, using explicit bias 
for capturing interestingness. A set of concepts (terms, phrases or keywords) directly 
corresponds to a query that can be placed to the document collection for retrieving those 
documents that contain all the concepts of the set. 
In this work, a new ant-colony algorithm, Adaptive Neighboring-Ant Search (AdaNAS), for 
the semantic query routing problem (SQRP) in a P2P network is presented. The proposed 
algorithm incorporates an adaptive control parameter tuning technique for runtime 
estimation of the time-to-live (TTL) of the ants. AdaNAS uses three strategies that take 
advantage of the local environment: learning, characterization, and exploration. Two 
classical learning rules are used to gain experience on past performance using three new 
learning functions based on the distance travelled and the resources found by the ants. 
These strategies are aimed to produce a greater amount of results in a lesser amount of time. 
The time-to-live (TTL) parameter is tuned at runtime, though a deterministic rule based on 
the information acquired by these three local strategies. 

4.1 Semantic Query Routing Problem (SQRP) 

SQRP is the problem of locating information in a network based on a query formed by 
keywords. The goal in SQRP is to determine shorter routes from a node that issues a query 
to those nodes of the network that can appropriately answer the query by providing the 
requested information. Each query traverses the network, moving from the initiating node 
to a neighboring node and then to a neighbor of a neighbor and so forth, until it locates the 
requested resource or gives up in its absence. Due to the complexity of the problem (Amaral, 
2004) (Lui et al., 2005) (Tempich et al., 2004), (Wu et al., 2006) solutions proposed to SQRP 
typically limit to special cases.  
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Fig. 3. SQRP Componets 

The general strategies of SQRP algorithms are the following. Each node maintains a local 
database of documents ri called the repository. The search mechanism is based on nodes 
sending messages to the neighboring nodes to query the contents of their repositories. The 
queries qi are messages that contain keywords that describe for possible matches. If this 
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examination produces results to the query, the node responds by creating another message 
informing the node that launched the query of the resources available in the responding 
node. If there are no results or there are too few results, the node that received the query 
forwards it to one or more of its neighbors. This process is repeated until some predefined 
stopping criteria is reached. An important observation is that in a P2P network the 
connection pattern varies among the net (heterogeneous topology), moreover the 
connections may change in time, and this may alter the routes available for messages to 
take. As showed in the Figure 1 each node has associated a database of documents ri 
(repository). Those are available to all nodes connected in the network. A node seeks 
information at the repository sending messages to its nodes neighbors. 

4.2 Neighboring-Ant Search (NAS) 
NAS (Cruz et al., 2008) is also an ant-colony system, but incorporates a local structural 
measure to guide the ants towards nodes that have better connectivity. The algorithm has 
three main phases: an evaluation phase that examines the local repository and incorporates 
the classical lookahead technique (Mihail etal., 2004), a transition phase in which the query 
propagates in the network until its TTL is reached, and a retrieval phase in which the 
pheromone tables are updated. 
Most relevant aspects of former works have been incorporated into the proposed NAS 
algorithm. The framework of AntNet algorithm is modified to correspond to the problem 
conditions: in AntNet the final addresses are known, while NAS algorithm does not has a 
priori knowledge of where the resources are located. On the other hand, differently to 
AntSearch, the SemAnt algorithm and NAS are focused on the same problem conditions, 
and both use algorithms based on AntNet algorithm. However, the difference between the 
SemAnt and NAS is that SemAnt only learns from past experience, whereas NAS takes 
advantage of the local environment. This means that the search in NAS takes place in terms 
of the classic local exploration method of Lookahead (Mihail et al., 2004), the local structural 
metric DDC (Ortega, 2009) its measures the differences between the degree of a node and 
the degree of its neighbors, and three local functions of the past algorithm performance.  

4.3 Adaptative Neighboring-Ant Search (AdaNAS) 
AdaNAS is a metaheuristic algorithm, where a set of independent agents called ants 
cooperate indirectly and sporadically to achieve a common goal.  
The algorithm has two objectives: it seeks to maximize the number of resources found by the 
ants and to minimize the number of steps taken by the ants. AdaNAS guides the queries 
toward nodes that have better connectivity using the local structural metric degree; in 
addition, it uses the well known lookahead technique, which, by means of data structures, 
allows to know the repository of the neighboring nodes of a specific node. 
The algorithm performs in parallel all the queries using query ants. Each node has only a 
query ant, which generates a Forward Ant for attending only one user query, assigning the 
searched keyword t to the Forward Ant. Moreover the query ants realize periodically the 
local pheromone evaporation of the node where it is. In the Algorithm is shown the process 
realized by the Forward Ant. As can be observed all Forward Ants act in parallel. In an 
initial phase (lines 4-8), the ant checks the local repository, and if it founds matching 
documents then creates a backward ant. Afterwards, it realizes the search process (lines 9-
25) while it has live and has not found R documents. The search process has three sections: 
Evaluation of results, evaluation and application of the extension of TTL and selection of 
next node (lines 24-28).  
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The first section, the evaluation of results (lines 10-15) implements the classical Lookahead 
technique. That is, the ant x located in a node r, checks the lookahead structure, that 
indicates how many matching documents are in each neighbor node of r. This function 
needs three parameters: the current node (r), the keyword (t) and the set of known nodes 
(known) by the ant. The set known indicates what nodes the lookahead function should 
ignore, because their matching documents have already taken into account. If some resource 
is found, the Forward Ant creates a backward ant and updates the quantity of found 
matching documents. 
  

 
 

Algorithm: Forward ant algorithm 

1 in parallel for each Forward Ant x(r,t,R) 
2 initialization: TTL = TTLmax, hops= 0 
3 initialization: path=r, Λ=r, known=r 
4 Results= get_ local_ documents(r) 
5 if results > 0 then 
6     create backward ant y(path, results, t) 
7     activate y 
8 End 
9 while TTL < 0 and results < R do 
10     La_ results= look ahead(r,t,known) 
11     if la results > 0 then 
12        create backward ant y(path, la results, t) 
13        activate y 
14        results   results + la results 
15     End 
16     if TTL > 0 then 
17        TTL=  TTL – 1 
18     Else 
19        if (results < R) and ( ｠TTL(x, results, hops) > 0) then 
20           TTL=  TTL + ｠TTL(x, results, hops) 
21          change parameters: q= 1, Wdeg =0, β2=0 
22        End 
23      End 
24 Hops=  hops + 1 
25 Known=  known∪ [ ( r ∪  ポ(r)) 

25 Λ = Λ ∪  r 
27 r =  ℓ(x,r,t) 
28 add to path(r) 
29 End 
30 create update ant z(x, path, t) 
31 activate z 
32 kill x 
33 end of in parallel 

Fig. 4. AdaNAS algorithm 

The second section (lines 16-23) is evaluation and application of the extension of TTL. In this 
section the ant verifies if TTL reaches zero, if it is true, the ant intends to extend its life, if it 
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can do it, it changes the normal transition rule modifying some parameters (line 21) in order 
to create the modified transition rule. The third section of the search process phase is the 
selection of the next node. Here, the transition rule (normal or modified) is applied for 
selecting the next node and some structures are updated. The final phase occurs when the 
search process finishes; then, the Forward Ant creates an update ant for doing the 
pheromone update. 
Figure 5 shows the results of the different experiments applied to NAS and AdaNAS on 
thirty runnings for each ninety different instances generated with the characteristics showed 
in (Cruz et al., 2004). It can been seen from it that on all the instances the AdaNAS algorithm 
outperforms NAS. On average, AdaNAS had an efficiency 81% better than NAS. The 
topology and the repositories were created static, whereas the queries were launched 
randomly during the simulation. Each simulation was run for 15,000 queries during 500 
time units, each unit has 100ms. The average performance was studied by computing three 
performance measures of each 100 queries. Average efficiency, defined as the average of 
resources found per traversed edge (hits/hops). 
 

 
Fig. 5. Comparison between NAS and AdaNAS experimenting with 90 instances. 

5. Text mining in the media  

Today it is common to use computational tools to retrieve information, in fact it is an 
everyday and in many cases necessary. Information retrieval is performed on structured or 
unstructured data, IR systems commonly have recovered information from unstructured 
text (text without  markup) while the database systems has been created to query relational 
data (sets of records that have values for predefined) , the principal differences between are 
in terms of retrieval model, data structures and query language. (Christopher et al., 2009). 
According to the literature reviewed, nowadays do not exist techniques for Natural 
Language Processing to achieve 100% accurate results, either with the statistical approach, 
or the linguistic approach, in such a situation some researchers have blended both 
techniques (Chaudhuri et al. , 2006) (Gonzalez et al., 2007) (Vallez & Pedraza, 2007). For 
example, in (Sayyadian, 2004) they propose several methods to exploit structured 
information in databases and present a query expansion mechanism based on information 
extraction from structured data. The experimental results obtained show that using more 
structured information to expand the textual queries to improve performance in the 
recovery of entities in texts. 
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It is common that the amount of data with which one interacts is considerably larger and 
cannot be worked and in some cases it would be very difficult to work with these manually, 
in addition, these digital resources increase rapidly every day, reason by which the World 
Wide Web has become so popular, and is notorious as well as increased information 
systems. Because of this, it is very important to retrieve information efficiently (Hristidis & 
Papakonstantinou, 2002). 
The search motor of Google, is the clearest example of how a computational tool can 
facilitate a user the information retrieval, unfortunately does not allow elaborate searches 
successfully, since it is designed mainly to operate with key words on documentary data 
bases; email servers are other type of tools very useful and popular. 
Due to the diversity of existing digital media (heterogeneous data) has been investigated in 
diverse areas, as much in information retrieval as in natural language processing, whose 
final objective is to facilitate access to information and improve performance . In (Vallez & 
Pedraza,  2007)  classified research areas as follows: 
• The information extraction is the removal of a text or a set of texts entities, events and 

relationships between existing elements. 
• The generation of summaries must like objective condense the most relevant 

information of a text. The techniques used vary according to compression rate, the 
purpose of summary, the genre of the text, the language (or languages) of the source 
texts, among other factors. 

• The quest for answers can give a concrete answer to the question raised by the user, is 
important that the information needs to be well defined: dates, places, people, etc. 

• The multilingual information retrieval consists of the possibility of recovering 
information although the question and/or the documents are in different languages, 
situation that reigns at the moment in the Web. 

Automatic classification techniques Search text automatically assign a set of documents to 
predefined classification categories, mainly by using statistical techniques, processing and 
parameterization. 
IR systems not only seek to identify only one object in a collection, but several items that can 
answer the query that satisfy user requirements, objects are usually text documents, but may 
be of multimedia content such as image, video or audio. For recovery to be efficient, the data 
are transformed into adequate representation, in addition, to answer satisfactorily the 
demands made by the user, the system can use various techniques and models, for example, 
the statistical processing that represents the classical model the information retrieval 
systems. In (Noy, 2006) use data mining to test their analytical approach, whereas in (Oren, 
2002) use the genetic programming paradigm with satisfactory results. 
In (Iskandar, 2007) “The retrieval strategy has been evaluated using Wikipedia, a social 
media collection that is an online encyclopedia. Social media describes the online tools and 
platforms that people use to share opinions, insights, experiences, and perspectives with 
each other. Social media can take many different forms, including text, images, audio, and 
video. Popular social mediums include blogs, message boards, podcasts, wikis, and blogs”, 
see Figure 6. 

5.1 Experiments 

We simulated by means of the developed tool -WREID- the expectations of successfully in a 
circuit of Wrestling and interests of obtain popularity based on their performance associated 
with specific features. One of most interesting characteristics observed in the experimental 
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Fig. 6. Social Media Retrieval using image features and structured text 

analysis were the diversity of cultural patterns established by each society because the 
selection of different attributes in a potential best wrestler: Agility, ability to fight, Emotional 
Control, Force, Stamina, Speed, Intelligence. The structured scenes associated the agents 
cannot be reproduced in general, so that the time and space belong to a given moment in 
them. They represent a unique form, needs and innovator of adaptive behavior which solves 
a followed computational problem of a complex change of relations. Using Social Data 
Mining implementing with agents was possible simulate the behavior of many followers in 
the selection of a best wrestler and determinate whom people support this professional 
career. With respect at Node attributes, we summarize the measures required to describe 
individual nodes of a graph. They allow identifying elements by their topological 
properties. The degree -or connectivity- (ki) of a node vi is defined as the number of edges of 
this node. From the adjacency matrix, we easily obtain the degree of a given node as: 

 
1

N

i ijj
k a==∑  (2) 

See examples of k values in figure 7. For directed graphs, we distinguish between incoming 
and outgoing links. Thus, we specify the degree of a node in its indegree, ini k , and 
outdegree,  . The clustering coefficient Ci is a local measure quantifying the likelihood that 
neighboring nodes of vi are connected with each other. It is calculated by dividing the 
number of neighbors of vi that are actually connected among them, n, with all possible 
combinations excluding autoloops, i.e., ki(ki-1). Formally, we have: 
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Wrestler: Scott Steel 
Circuit: Wwa4 
Agility (1..7) : 6                    
Ability to fight (1..7) : 6 
Emotional Control (1..7): 5   
Force (1..7) : 6 
Stamina (1..7): 7                   
Speed (1..7): 5 
Intelligence (1..7): 6 

 
Fig. 7. Individual features of an element and classification of wrestling performance to a 
sample of 127 Wrestlers. 

We first observe that Professional Wrestler Idol (support in features related with age, height 
and weight are considered) always plays a very significant role, which should of course not 
be surprising. Hidden patterns observed in the agents are related with size of circuit, match 
records and cultural distances (ethnicity), and the expectative of selection of a good wrestler 
whit specific attributes. The nodes with more value in their degree are considered more 
popular and obtain the best contracts. To get some insight, we run 100 regressions on 100 
random samples of half the number of observations, and count the number of times each 
parameter affect the graph built. A Wrestler with the features similar to Scott Steel was 
selected as the most popular by the majority of societies because the attributes offered by it 
are adequate for others. In Figure 7 is shown the results of a sample of American Wrestlers. 

6. Data mining with Ant Colony and Genetic Algorithm   

6.1 Artificial Ant Colony 

This section describes the principles of any Ant System (AS), a meta-heuristic algorithm 
based in the form in how the natural ants find food sources. The description starts with the 
ant metaphor, which is a model of this behavior. Then, it follows a discussion of how AS has 
evolved, and show as the ant algorithms can be applied to the Data Mining process. The Ant 
System was inspired by collective behavior of certain real ants (forager ants). While they are 
traveling in search of food, they deposit a chemical substance called pheromone on the 
traversed path. The communication through the pheromone is an effective way of 
coordinating the activities of these insects. For this reason, pheromone rapidly influences the 
behavior of each ant: they will choose the paths where is the biggest pheromone 
concentration. The behavior of real ants to search food is modeled as a probabilistic process. 
When there are paths without any amount of pheromone, the ants explores the neighboring 
area in a totally random way. In presence of an amount of pheromone, the ants follow a 
path with a probability based in the pheromone concentration. The ants deposit additional 
pheromone concentrations during his travels. Since the pheromone evaporates, the 
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pheromone concentration in non-used paths tends to disappear slowly. The Ant System 
(AS) or Ant Colony Optimization (ACO) was introduced by Marco Dorigo (Dorigo, 1991). 
The Ant System is inspired in the natural optimization process of real ants to create paths. 
This type of algorithms can be applied to the solution of many combinatorial optimization 
problems. The artificial ants, repeat the search process to find solutions. Each ant builds a 
possible solution to the optimization problem. The ants share information through the 
pheromone, which is a common memory (global information) that can be accessed by all. 
The Ant System is a multi-agent system, where the ant-agents have simple behavior but the 
interactions between they have like result a complex behavior of the whole ant colony. They 
need the collaboration of whole colony to get the final objective. The AS was originally 
proposed to solve the Traveling Salesman Problem (TSP), and the Quadratic Assignment 
Problem (QAP). Now exist a lot of applications like scheduling, machine learning, data 
mining, and others. There are several variants of AS designed to solve specific problems or 
to extend the characteristics of the basic algorithm (Ochoa et al., 2010). Some of the most 
important variants of AS in order of appearance are. Ant Colony Optimization (ACO) was 
introduced initially by Dorigo (Dorigo, 1991), the Ant-Q algorithm designed by Gambardela 
and Dorigo (Gambardela, 1995), Max-Min Ant System algorithm (MMAS) was developed by 
Stützle and Hoose (Stützle, 1996), other variant of AS, named ASrank, was developed by 
Bullnheimer, Hartl and Strauss (Bullnheimer et al., 1997). 
Actually exist some AS to solve task of Data Mining, like classified and clustering, some of 
this algorithms are: ANT-LGP, ANT-BASED Clustering, AntClass, Ant-Miner, others. 
The maximum clique problem is a problem classified within the NP-Hard problems; this 
problem has real applications eg: Codes Theory, Errors Diagnosis, Computer Vision, 
Clustering Analysis, Information Retrieval, Learning Automatic, Data Mining, among 
others. Therefore it is important to use new heuristic and/or meta-heuristics techniques to 
try to solve this problem (Ponce et al., 2009b). The general Ant Colony Algorithm for the 
maximum clique problem proposed by Fenet and Solnon (Fenet and Solnon, 2003). The 
proposed algorithm is based on the Ant Algorithm created to solve the clique maximum; the 
construction process is showed in figure 8. 
 

To initialize the pheromone signs 
To place Ants Randomly  
Repeat 
For k  en 1..nb Ants do:  
Build the clique (Solution) 

k
C  

Update the pheromone signs  { 1C , . . . , 
nbAnts

C  } 
If is the first iteration to keep in lists all the solutions without repeating no one 
Else only are added to the list the solutions that not exist in the list  
Until Reaching the Number of Cycles or Finding the optimum solution 

Fig. 8. Pseudo code of Ant Clustering Algorithm. 

Construction of cliques: An initial vertex is selected randomly to put an ant, and iteratively 
it chooses vertices to add to clique of a set of candidates (all the vertices that are connected 
with all vertices of the partial clique), to see figure 9. 
 

Choose the first vertex randomly 
f

v  ∈  V  
C  ← {

f
v  } 
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Candidates ←  {
i

v /(
f

v , 
i

v ) ∈ E} 
While Candidate ≠ 0  do       
Choose a vertex 

i
v  ∈  Candidates with a probability p(

i
v ), see Ec. (2)    

 C  ←  C  ∪  {
i

v } 
Candidates ←  Candidates ∩ {

j
v /(

i
v , 

j
v ) ∈  E } 

End While 
Return C  

Fig. 9. Construction of Clique. 

This Ant Colony Algorithm can be using to realize data clustering by the natural form that 
have a clique. 

6.2 Genetic Algorithm with migration operator 

Genetic Algorithms are algorithms that group techniques or methods based on natural 
evolution and genetics, taking as basis the "Theory of Evolution of Species" proposed by 
Charles Darwin and the discoveries made by Gregor Mendel in the field of genetics. 
(Holland, 1975) (Goldberg, 1989). 
As in nature, the AG's evolving populations of individuals (possible solutions) usually of 
better quality solutions through operators for evaluation, selection, crossover and mutation. 
These have proved to be a good tool for solving optimization problems. Unfortunately one 
of its major limitations is that due to the loss of genetic diversity due to inbreeding between 
individuals within populations is that they tend to converge to local optima. For this reason 
we have proposed hybrid genetic algorithms somehow preventing the loss of diversity and 
achieve more efficient and fast tools. 
Of these proposals are currently working largely with AG's side, where it seeks to improve 
the diversity of populations and their performance, this dividing both the computational 
load of each of the operators on different nodes for an intensification of themselves or by 
dividing the initial population in subpopulations that evolve individually until certain 
criteria laid down in that share some of the best individuals (Whitley et al., 1998) (Lu and 
Areibi, 2004) (Tzung-Pei et al., 2007). 
Also have the AG's with immigration adapters that have a major population and a 
population parallel evolve independently and each number of generations are immigrants 
the best individuals of the population parallel to the main population (as shown in Figure 
10), allowing the introduction of new genetic material in the major population allowing a 
greater diversity (Ornelas et al., 2009). 
To evolve independently and through the parallel population has no influence from the 
main population evolves in a totally different which results in a process called speciation 
that is that genetic material that evolved independently in different conditions generates 
new species with very different characteristics that depend largely on the adaptive process. 
The AG's with adaptive migration have been used to solve optimal route generation, water 
distribution networks and wastewater, design postcards, in data mining processes, among 
others. 
These algorithms are currently used in data mining to make the process of cauterization and 
classification of information, and thanks to the way they work can process large volumes of 
information without extensive searches, which is of great importance because by the volume 
of information that is currently in the databases is impossible to use this type of research. 
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Fig. 10. Diagram of the AG's model with adaptive migration. 

7. Intelligent Tutor Systems  

Intelligent Tutoring Systems (ITS) are those computer systems that provide students with 
direct customization instructions or feedback without human intervention. ITSs were 
conceived around 1970, but not popularized until the 90’s. They have four modules: the 
Interface Module, the Expert Module, the Student Module, and the Tutor Module. The 
Interface Module controls the communication between the student and the Intelligent Tutor 
System; the Expert Module contains a domain model that describes the knowledge or 
behavior that represents a high expert in the domain; the Student Module describes the 
student knowledge, behavior, etc.; and the Tutor Module is responsible for simulating the 
task of a teacher. 
In this section, we present EDUCA, a Web 2.0 software tool to allow a community of authors 
and learners to create, share, and view learning materials and web resources for authoring 
Intelligent Tutoring Systems which combine collaborative, mobile and e-learning methods. 
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EDUCA applies different artificial intelligence techniques like a neural network and a 
genetic algorithm for selecting the best learning style or a recommendation-web mining 
system for adding and searching new learning resources. 
Figure 11 illustrates the overall architecture of EDUCA. As we can observe, there are two 
authors: the main tutor (a teacher or instructor) and the community of learners. The student 
or learner is an important author of the course and participate actively adding learning 
resources to the courses. The learner has a user profile with information like the GPA, the 
particular learning style, or the recommended resources to the course. When the authors 
add learning material, they first create four different instances corresponding to four 
different learning styles according to Felder-Silverman Learner Style Model (Felder and 
Silverman, 1988). When a mobile course is exported to a mobile device, a XML interpreter is 
added to the course. A SCORM file for the course can also be exported. Once a course is 
created, a Course Publication Module saves it into a Course Repository. Whenever a learner 
accesses a course, a recommender system implemented in EDUCA presents links or Web 
sites with learning material related to the current topic. Such material is stored in a resource 
repository of EDUCA, which was searched previously by using Web mining techniques 
implemented also in EDUCA. 
 

 
Fig. 11. EDUCA Architecture 

We implemented a fuzzy-neural network using the fuzzy input values previously defined. 
The output of the network is the learning style for each student using a course. We also 
implemented a genetic algorithm (Bucket Sort) for the optimization of the weights used in 
the network. The network was trained for 800 generations using a population of 150 
chromosomes. In order to train the network, we created three set of courses for high school 
students. Each course was presented in four different teaching styles according to the 
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Felder-Silverman model. When a mobile course is exported to a mobile device, a XML 
interpreter is added to the course. A SCORM file for the course can also be exported. Once a 
course is created, a Course Publication Module saves it into a Course Repository. Whenever 
a learner accesses a course, a recommender system implemented in EDUCA presents links 
or Web sites with learning material related to the current topic. Such material is stored in a 
resource repository of EDUCA, which was searched previously by using Web mining 
techniques implemented also in EDUCA. 
We tested the tool with 15 professors/teachers and their respective students of different 
teaching levels. They developed different kinds of courses like a GNU/Linux course, a Basic 
Math Operation course, and learning material for preparation to the Mexico’s Admission-
Test for College EXANI-II. The students participated by reading, evaluating and adding 
material (Web resources) to the courses. Next, we present an example of how an author 
creates/updates learning material for a Basic Math course (figure 12). We first create the 
structure of the course (left-top). Then, we add learning material for each learning style 
(right-top and left-bottom). In this stage, we also assign fuzzy set values to each linguistic 
variable, and use recommended and actual resources for inclusion in the course. Last, we 
export and display the course (right-bottom). 
 

 
Fig. 12. Authoring Learning Material 

8. Conclusion and the future research 

Nowadays exist a lot of applications in real life problems, where is possible used data 
mining to analyse data base to obtain important information in different areas, in this 
chapter was present some algorithms and applications that us data mining such as like 
Electrical Power Design, Trash Collectors Routes, Fraud Analysis, Vehicle Routing Problem, 
Text Mining in the Media, Intelligent Tutor Systems, Ant Colony Optimization, Genetic 
Algorithms, Particle Swarm Optimization and Web Mining Techniques. 
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As shown there are multiple areas in which data mining can be used to retrieve information 
that is not easy to detect with the naked eye using different tools and algorithms. 
We describe how decision trees work where structures are used if-then and allow the 
creation of recommender systems to facilitate decision making, such as diagnostic system 
for identifying electrical signals the device occurrence, related to physical phenomena and 
provide a quick and better solution to the problem presented. 
For the problem of garbage collection to do a catheterization to determine how best to plan 
it based on the type of waste, areas collection, type and number of vehicles used for this 
purpose, among others, using algorithms such as Ant Colony Optimization, Genetic 
Algorithms and Particle Swarm Optimization. 
Once clustered can use these same tools to generate optimal routes that shorten the distance 
travelled, fuel consumption, deterioration of vehicles, among others. 
The methodologies for the detection of fraud have their own strengths and weaknesses 
characteristics. The overall strength of FDS using anomaly detection is the adaptability to 
new patterns fraudsters, in the particular case of this study is strengthened with the 
application of hybridization clustering processes giving a greater dynamism to the system 
and making it look like a promising component within the fraud detection systems with 
potential advantages in regard to: upgrade and management of the heterogeneity of 
customers and their transactions, achieving a better accuracy in the results, and greater 
dynamism in the system. 
Additionally, the multi-objective approach place it in a better position compared to other 
systems, due to the characteristics of fraud detection problem where there are several factors 
to consider for best results. 
For the solution of SQRP, we proposed a novel algorithm called AdaNAS that is based on 
existing ant-colony algorithms. This algorithm incorporates parameters adaptive control 
techniques to estimate a proper TTL value for dynamic text query routing. In addition, it 
incorporates local ruler that take advantage of the environment on local level, three 
functions were used to learn from past performance. This combination resulted in a lower 
hop count and an improved hit count, outperforming the NAS algorithm. Our experiments 
confirmed that the proposed techniques are more effective at improving search efficiency. 
Specifically the AdaNAS algorithm in the efficiency showed an improvement of the 81% in 
the performance efficiency over the NAS algorithm.  
Using Social Data Mining in Media Richness we improve the understanding of change for 
the best paradigm substantially, because we classify the communities of agents 
appropriately based on their related attributes approach, this allows determine a “American 
Wrestler Idol” which exists with base on the determination of acceptance function by part of 
the remaining communities to demonstrate best performance. Each year 7000 new wrestlers 
arrive to different American Wrestling Circuits. Social Data Mining offers a powerful 
alternative for optimization problems, for that reason it provides a comprehensible 
panoramic of the cultural phenomenon (Ochoa et al., 2006). This technique lead us about the 
possibility of the experimental knowledge generation, created by the community of agents 
for a given application domain. How much the degree of this knowledge is cognitive for the 
community of agents is a topic for future work. The answer can be similar to the involved in 
the hard work of communication between two different societies and their respective 
perspectives. A new Artificial Intelligence that can be in charge of these systems, continues 
being distant into the horizon, in the same way that we still lack of methods to understand 
the original and peculiar things of each society. 
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As future work is to continue working with various tools and algorithms that allow us to 
improve data mining and this allowed us to knowledge based on information extracted 
from databases (information that can not be extracted directly and that features not visible 
to the naked eye) to improve many existing systems and create developments that take into 
account factors that so far can not be displayed using other tools. 
Applied the models proposed in several areas for example establishing the need for FDS to 
be increasingly proactive in order to adapt to the greatest extent possible so changing the 
behaviour presented by fraudsters or in singers of Mexican Society and determine the 
possible “New Musical Idols or Bands” where only 27% record their second album, this for 
different genders according theirs profiles, the principal problem is the confidentially of this 
information and its use for this propose. 
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Abstract 

Selecting project portfolios Decision-Maker usually 

starts with limited information about projects and portfo-

lios. One of the challenges involved in analyzing, search-

ing and selecting the best portfolio is having a method to 

evaluate the impact of every project and portfolio in order 

to compare them.  

This paper develops a model for composing public-

oriented project portfolios. Information concerning the 

quality of the projects is in the form of a project-ranking, 

which can be obtained by the application of a proper mul-

ti-criteria method; however the ranking does not assume 

an appropriate evaluation. A best portfolio is primarily 

found through a multi-objective optimization that regards 

the impact indicators that reflect the quality of the pro-

jects in the portfolio and competent portfolios’ cardinali-

ties. Overall good solutions are obtained by developing an 

evolutionary method, which is found to perform well in 

some test examples. 

 

Keywords: Project portfolio selection; Multi-objective 

optimization; Multi-criteria analysis 

1. Introduction 

Project portfolio selection is one of the most difficult, 

yet most important decision-making problems faced by 

many organizations in government and business sectors. 

To carry out the project selection, the decision maker 

usually starts with limited information about projects and 

portfolios. His/her time is often the most critical scarce 

resource. In multiple situations the decision maker feels 

more comfortable employing simple decision procedures, 

because of lack of available information, lack of time, 

aversion to more elaborated decision methods, and even 

because of his/her fondness for established organizational 

practices. Cooper et al. ([1]) argues about popularity of 

scoring and ranking methods in R&D project manage-

ment in most American enterprises.  

Methods of scoring and ranking are used by most of 

the government organizations that fund R&D projects. 

Usually, methods for scoring, ranking or evaluating pro-

jects contain some way of aggregating multi-criteria de-

scriptions of projects (e.g. [2]). Validity of these methods 

depends on how accurately ranking and scores reflect de-

cision maker preferences over portfolios. In fact, the port-

folio’s score should be a value function on the portfolio 

set, but this requires a proper elicitation of decision maker 

preferences inside the portfolio’s space. 

Ranking is also used in problems where a “Participa-

tory budgeting” is involved. “Participatory budgeting” 

can be defined as a public space in which government and 

society agree on how to adapt priorities of citizenship to 

public policy agenda. The utility of these participatory 

exercises is that the government obtains information 

about priorities of the participating social sectors, and 

might identify programs with a consensual benefit. 

Ranking of public actions given by the participants is 

an expression of their preferences on projects, not on 

portfolios. Let us assume that a method of integrating the 

individual ranking on a collective order is applied, as the 

Borda score or a procedure based on the exploitation of 

collective fuzzy preference relations  (e.g.  [3, 4, 5]). With 

the obtained group order, the decision maker has more 

information about social preferences regarding the differ-

ent actions to budget. The decision maker should use that 

information to find the best portfolio. 

This paper proposes a new model for project portfolio 

selection, which makes use of the ranking of a set of pro-

jects according to the preferences of a decision maker. 

The model is formulated by a set of indirect indicators 

that reflect the impact of the portfolio in terms of the 

number of projects and the positions they occupy in the 

ranking. This paper is structured as follows: the back-

ground is briefly described in the second section. It is also 

shown the algorithm which lead to optimize the proposed 

impact model. Section 3 presents such model, followed 

by a description of the solution algorithm (Section 4). Fi-

nally in Section 5 we give empirical evidence that sup-

ports our results and some conclusions are given in Sec-

tion 6. 
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2. Background  

A project is a temporary process, singular and unre-

peatable, pursuing a specific set of objectives ([6]). In this 

paper, it is not considered that the projects can be divided 

into smaller units, such as assignment or activities. 

A portfolio consists of a set of projects that can be 

performed in the same period of time ([6]). Due to that, 

projects in the same portfolio can share the available re-

sources of the funding organization. Therefore, it is not 

sufficient to compare the projects individually; the deci-

sion maker should compare project groups to identify 

which portfolio makes a major contribution to the objec-

tives of the organization. 

Selecting portfolios integrated by properly selected 

projects is one of the most important decision problems 

for public and private institutions [7, 8]. The Decision 

Maker (DM) (a person or a collective entity) is in charge 

for selecting a set of projects to be supported ([9]). 

 

2.1. Related works 

Gabriel et al. ([10]) proposed an additive function as a 

portfolio’s score. This function aggregates the rank of 

projects. The simplest model is to assign project priorities 

in correspondence to the project rank (the highest priority 

is assigned to the best ranked project and so on). The 

portfolio’s score is the sum of priorities associated with 

its projects. 0-1 mathematical programming is used to 

maximize the score.  

Mavrotas et al. ([11]) proposed an additive function 

depending on a project’s augmented score. This augment-

ed score is built according to the project’s specific rank. 

The augmented score of a project  A holds that no combi-

nation of projects with worse ranking positions and a 

lower total cost can have a score bigger than A. The aug-

mented score is obtained by solving a knapsack problem 

for each project. The portfolio’s score is the sum of its 

projects’ augmented scores.  

Validity of these methods depends on how accurately 

the ranking scores reflect the decision maker preferences 

over portfolios. In fact, the portfolio’s score should be a 

value function on the portfolio set, but this requires a 

proper elicitation of the decision maker preferences in the 

portfolio’s space. In order to illustrate limitations of those 

methods, consider the following example: Let us suppose 

a 20-project strict ranking; priority 20 is assigned to the 

best project; 19 is assigned to the second one; 1 is as-

signed to the worst ranked project. Considering a score 

given by the sum of priorities, the portfolio containing the 

best and the worst projects (score = 21) should be indif-

ferent to the portfolio containing the second best project 

and the second-to-last one (score = 21). The DM could 

hardly agree with such a proposition. 

It is necessary to compare impact of possible portfoli-

os in order to find the best one. The information provided 

by the simple project ranking is very poor for portfolio 

optimization purposes. Hence, some proxy impact 

measures should be defined. This problem was ap-

proached by [12] under the assumption that “the portfolio 

impact on a decision maker mind is determined by the 

number of supported projects and their particular rank”. If 

project A is clearly better ranked than B, then A is admit-

ted to have “more social impact” than B.  

The DM should consider this information from the 

ranking. The appropriateness of a portfolio is not only de-

fined by the quality of the included projects, but also by 

the amount of contained projects. The purpose is to build 

a good portfolio by increasing the number of supported 

projects and controlling the possible disagreements re-

garding decision maker preferences, which are assumed 

as incorporated in input ranking. For Fernandez and 

Olmedo ([12]), a discrepancy is the fact that given a pair 

of projects (A,B) (being B worse ranked than A), B be-

longs to portfolio and A does not. Different categories of 

discrepancy are defined according to the relative rank of 

the concerning projects. Some discrepancies might be ac-

ceptable between the information provided by the ranking 

and the decisions concerning the approval (hence support-

ing) of projects, whenever this fact increases the number 

of projects in the portfolio. However, this inclusion 

should be controlled because the admission of unneces-

sary discrepancies is equivalent to underestimating the 

ranking information. A multi-objective optimization prob-

lem is solved by using NSGA-II, in which the objective 

functions are the number of supported projects and the 

number of discrepancies (separately in several functions, 

in regard to the importance of each kind of discrepancy) 

([12]). 

Main drawback: a portfolio quality measure model 

based solely on discrepancies and in the number of sup-

ported projects is highly questionable; more information 

is required about project impacts. If decision maker thinks 

in terms of priority and relatively important projects, their 

numbers and ranks should be considered.  

 

2.2. NSGA-II (Non-dominated Sorting Genetic Algo-

rithm-II) 

The research problem implicates the use of techniques 

of multi-objective optimization, particularly multi-

objective evolutionary algorithms (MOEAs). One ad-

vantage of these algorithms is its capacity of handling 

problems with an exponential complexity. Other ad-

vantage is their ability to generate an approximation to the 

Pareto optimal set in a single run instead of having to per-

form many runs as in conventional multi-objective opti-

mization. Several works have reported successful results 

with this kind of algorithms ([12]). 

One of the most used algorithms for solving multi-

objective problems is the  NSGA-II (Non-dominated Sort-

ing Genetic Algorithm), which has gained much populari-

ty solving problems efficiently. It is shown in Figure 1. 
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Fig 1. Structure of the algorithm NSGA-II. 

 

 

 

 

 

 

 

 

 

 

 

 

 

The procedure "Fast non-dominated sorting" (shown 

in Figure 2),  optimizes the algorithm NSGA-II. 

Finally this algorithm has a diversity indicator whose 

evaluation is shown in Figure 3. This indicator favors so-

lutions in less populated regions of the search space; these 

solutions will be advantaged by the selection mechanism 

([13]). 

 

Fig 2. Structure of the Fast-nondominated-sort procedure 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 3. Structure of the algorithm of the Crowding-

distance-assignment (I). 

 

 

 

 

 

 

 

 

 

3. The proposed model 

The new model overcomes the idea proposed in [12, 

14]. In this model the optimization is performed over in-

dicators, which positively provide indirect information on 

the impact of the portfolio. This model handles three cat-

egories for projects: priority, satisfactoriness and accepta-

bility, besides incorporating a ranking in descending or-

der. 

Once data has been established, solution sets are eval-

uated through a set of indicators of impact that form the 

model proposed in this paper. The following functions are 

defined: 

 

I1(x) = xiF(i,1)
i=1

n

å

F(i,1) =
1             if i  Î  G1

0            Otherwise

ì
í
î

 (1) 

 

where the binary variable xi indicates whether the ith 

project belongs to the portfolio or does not. That is, xi = 1 

if the ith project belongs to portfolio; otherwise xi =0. 

Note that Function I1 counts how many projects belong-

ing to the priority category (Group 1) are contained in the 

portfolio.  

          

I 2 (x) = xi (n- i)F(i,1)
i=1

n

å  (2) 

 

where xi (n-i) is a value that reflects the rank order of 

the supported ith project. I2  increases with the rank order-

ing  of the supported projects of the priority  category. 

This function measures (in proxy way) how good the sup-

ported priority projects are.  

 

I 3(x) = xiF(i, 2)
i=1

n

å           

F(i, 2) =
1             If i  Î  G2

0            Otherwise

ì
í
î

 (3) 

 

where the binary variable  xi has the same above 

meaning. Note that Function I3 counts how many projects 

belonging to the satisfactory category (Group 2) are con-

tained in the portfolio.  

Besides 

 

I 4(x) = xi (n- i)F(i, 2)
i=1

n

å  (4) 

 

measures (in proxy way) how good the supported satis-

factory projects are.  

 

Similarly we define 

 

1 Rt= PtQt 

2 F= fast-nondominated-sort (Rt) 

3 until |Pt+1|< N 

4    crowding-distance-assignment (Fi) 

5 Pt+1=Pt+1 Fi 

6 Sort (Pt+1, ≥n) 

7 Pt+1=Pt+1[0:N] 

8 Qt+1=make-new-pop(Pt+1) 

9 t=t+1 

1 for each p P 

2 for each q  P 

3                if(p < q) then 

4                     Sp=  Sp {q} 

5  else  if(q < p) then 

6  np = np +1 

7           if np=0 then 

8  F1=F1 {p} 

9       i=1 

10       whileFi≠ 0 

11  H = 0 

12  for each pFi 

13  for each qSp 

14   nq= nq -1 

15  ifnq = 0 then H = H {q} 

16             i=i+1 

17             Fi = H 

1 l = |I| 

2 for each i, set I [i]distance=0 

3 for each objective m 

4  I=sort (I, m) 
5       for i =2 to(l-1) 
6 I [i]distance =   I [i]distance + (I [i +1]).m – 

I [i-1].m) 
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I 5(x) = xiF(i,3)
i=1

n

å

F(i,3) =
1             If i  Î  G3

0            Otherwise

ì
í
î

 (5) 

 

Function I5 counts how many projects belonging to the 

acceptable category (Group 3) are contained in the portfo-

lio.   

Finally      

                

I 6 = xi

i=1

n

å
                        (6) 

 

represents the portfolio cardinality. 

We assume that the DM "feels" the potential impact of 

the portfolio in terms of the numbers of projects for cate-

gory and the positions they occupy. 

The best portfolio should be the best solution of the 

multi-objective problem: 

              

Max (I1,  I 2,  I3,  I 4  , I 5,  I 6 )

                 CÎRF

 (7) 

where RF is the feasible region determined by budget-

ary constraints. 

In this case the DM, based on his/her preferences, 

should select the best portfolio.  

4. The proposed algorithm 

The algorithm developed in this research work is 

called Evolutionary algorithm for Solving the public Port-

folio problem  from Ranking Information (ESPRI). It is 

inspired by the NSGA-II algorithm developed by Deb et 

al. ([13]), which successfully manages exponential com-

plexity ([12]). ESPRI uses the indicator vector from 

Equation 7 for evaluating solutions. 

To illustrate ESPRI algorithm process, a set of n pro-

jects is taken as example, with its respective total budget 

as well as necessary budget for each project. Previously, 

such projects were ranked according to decision maker 

preferences. Heuristically, the projects were separated in 

three categories: priority, satisfactoriness and acceptabil-

ity. Once this process is complete, the algorithm generates 

random portfolios, which form the NSGA-II initial popu-

lation  

Later, the following procedures are applied: fast-non-

dominated, crowding distance and genetic operators. Fi-

nally, the algorithm shows the found non-dominated  so-

lutions for the decision maker. Figure 4 shows ESPRI al-

gorithm. 

 

 

 

 

 

 

Fig 4. Structure of the algorithm  

 

1 Rt= PtQt 

2 quality assessment: Impact Indica-

tors Model. 
3 F= fast-nondominated-sort (Rt) 

4 while: |Pt+1|< N 

5     crowding-distance-assignment  

    (Fi) 

6 Pt+1=Pt+1 Fi 

7 Sort (Pt+1, ≥n) 

8 Pt+1=Pt+1[0:N] 

9 Qt+1=Create-new-pop(Pt+1) 

10 t=t+1 

 

5. Computational Experiments 

This section describes conducted experiments with the 

proposed evolutionary algorithm (ESPRI). 

The aim of this experiment is to study indicator new 

model capacity, as well as to compare ESPRI  solutions 

against the state of the art. 

 

 

5.1. Experimental Environment 

The following configuration corresponds to experi-

mental conditions required for tests described in this pa-

per: 

 

1. Software: Operating System, Mac OS X Lion 

10.7.5 (11G63b) Java Programming Language, 

Compiler NetBeans 7.2.1. 

2. Hardware: computer equipment, Intel Core i7 

2.8 GHz CPU and 4 GB of RAM. 

3. Instances: An instance used for this study was 

taken from the state of the art, reported by 

Fernández et al. in [12, 14]. 

4. Performance Measure: In this case the perfor-

mance is measured through the aforementioned 

six objectives (Eq. 7). 

 

5.2. An illustrative example 

Within the public portfolio problem, an instance for 

ranking strategy is formed by four attributes: Id, total 

amount to be distributed, project cost and ranking. The 

test example is taken from the state of the art, ([12]), 

which works with an instance that consists of 100 pro-

jects. The projects are separated into three categories: pri-

ority, satisfactoriness and acceptability, approximately 

uniform. 

 For the experiment, ESPRI algorithm was run  20 

times; in each run  200 iterations were performed. The 

experiment reported was held with an instance of 100 pro-

jects with a total amount of 2.5 billion to be distributed; 

this instance can be seen in Table 1.  
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The ESPRI algorithm was set as: one-point crossover, 

Mutation probability = 0.5, population size = 200 and 

Number of Generations = 100. 

Note that if the resources were distributed strictly fol-

lowing the ranking order, the resulting portfolio would 

have 22 projects, all belonging to the priority category. 

Table 2 shows a representative sample of the approx-

imation to Pareto frontier, which our proposal might 

reach. Red marks represent a set of solutions preferred by 

a decisions maker interested in increasing the number of 

priority projects that are supported, as well as the total 

number of projects, but with emphasis on those consid-

ered satisfactory (category 2). 

One of the best compromise solutions obtained by 

Fernandez et al. in [12] is shown in Table 3. This solution 

contains a total of 24 projects, all belonging to the priority 

category. Compared to it, our red-marked solutions in Ta-

ble 2 seem to be of greater impact and have equal or 

greater number of priority projects (24, 25, or 26), and 

contain much more total projects.  

Our solutions would be preferred by every decision 

maker whose preferences are identified with the number 

of priority needs to attend to, and the total amount of 

needs (projects) addressed. Table 3 allows comparing the 

best solution by Fernández et al.  ([12]) with our solution 

in the project space.  

The impact indicator model is more flexible. The 

comparison shows that the proposal of [12] is a rigid 

model. This does not find several solutions that would 

have greater social benefit. 

Table 4 shows the results of the instance that was used 

in [12].  As can be  seen, the obtained non-dominated so-

lutions seem to be satisfactory for the DM. The solutions 

obtained by our proposal  should be more preferred than 

the best solution in [12]  because this contains less pro-

jects and less priority projects. 

6. Conclusions 

The proposed model of impact indicators of the port-

folio can explore the solution space and generate potential 

best portfolios, besides reasonably modelling  decision 

maker preferences on portfolios under limited information 

about projects. 

It was also proposed an evolutionary algorithm based 

on the NSGA-II that seems to be capable of obtaining so-

lutions near to the Pareto frontier. The obtained solutions 

are more satisfactory than those obtained by the state of 

the art. 

The quality of the solutions indicates that the algo-

rithm converges close to the true Pareto frontier where 

best portfolios lie; this helps the decision maker to ana-

lyze his/her own preferences and to clarify his/her deci-

sions. 

We have obtained some evidence in favor to our pro-

posal, which allows helps the DM in finding a rational 

compromise between the quality of the projects in the 

portfolio and the number of projects approved. 
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Table 1. Instance of 100 projects. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

       *P: Rank ordering Identifier 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

P Budget P Budget P Budget P Budget 

1 84.00 26 31.25 51 27.50 76 46.50 

2 124.50 27 26.50 52 41.25 77 44.00 

3 129.75 28 36.25 53 29.50 78 25.75 

4 147.75 29 50.00 54 25.25 79 38.25 

5 126.00 30 34.75 55 40.00 80 40.75 

6 137.25 31 48.25 56 30.75 81 42.75 

7 96.00 32 46.00 57 39.00 82 43.00 

8 84.75 33 36.75 58 44.50 83 32.25 

9 93.00 34 34.00 59 47.50 84 37.75 

10 121.50 35 26.00 60 36.00 85 44.75 

11 102.75 36 31.75 61 28.50 86 27.00 

12 141.75 37 29.75 62 29.00 87 39.50 

13 105.75 38 37.25 63 30.25 88 30.00 

14 98.25 39 26.75 64 49.50 89 37.50 

15 101.25 40 43.75 65 33.00 90 49.00 

16 83.25 41 27.25 66 38.50 91 41.75 

17 109.50 42 47.00 67 33.50 92 39.25 

18 107.25 43 41.00 68 48.50 93 34.50 

19 135.00 44 30.50 69 35.00 94 49.75 

20 97.50 45 45.25 70 28.75 95 48.00 

21 127.50 46 26.25 71 25.50 96 29.25 

22 114.00 47 45.50 72 40.25 97 47.75 

23 106.50 48 44.25 73 38.75 98 42.25 

24 94.50 49 48.75 74 46.75 99 46.25 

25 43.50 50 33.25 75 37.00 100 39.75 

      Total 5542.00 
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Table 3. Solutions obtained from the work of Fernández 

et al. in [13] and of our proposal. These solutions consist 

of: the cardinality and final chromosome non-dominated 

solutions for each job. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Objectives Objectives 

I1 I2 I3 I4 I5 I6 I1 I2 I3 I4 I5 I6 

21 1728 18 1022 2 41 20 1677 9 515 7 36 

24 1995 15 859 1 40 16 1266 24 1235 10 50 

12 974 30 1547 12 54 25 2102 8 464 2 35 

13 1067 33 1683 5 51 5 414 24 1277 30 59 

22 1817 18 1039 0 40 22 1852 17 957 1 40 

19 1541 19 1091 2 40 11 861 22 1159 26 59 

23 1856 16 917 2 41 19 1548 14 816 9 42 

13 1046 27 1381 11 51 15 1182 13 746 23 51 

22 1806 18 1032 1 41 26 2163 9 514 1 36 

17 1387 12 624 15 44 14 1145 15 819 18 47 

19 1589 8 458 12 39 24 1968 16 941 0 40 

23 1869 16 933 1 40 24 1942 10 576 4 38 

11 901 25 1242 20 56 16 1327 32 1648 1 49 

17 1372 13 762 21 51 10 767 25 1339 25 60 

9 708 26 1343 26 61 18 1487 10 493 17 45 

14 1181 33 1683 4 51 24 1985 10 567 5 39 

6 510 23 1225 30 59 26 2163 10 569 0 36 

21 1732 17 980 3 41 22 1821 15 891 3 40 

7 548 21 1089 34 62 12 939 21 1116 27 60 

4 314 27 1415 27 58 12 993 30 1547 10 52 

17 1402 24 1220 12 53 23 1876 18 1007 0 41 

21 1743 18 1040 0 39 24 2000 12 689 2 38 

19 1544 6 356 18 43 21 1720 18 978 5 44 

Table 2. Experimental results obtained by ESPRI algorithm. 

 

 

  1 2 3 4 5 6 7 8 9 

1

0 

1

1 

1

2 

1

3 

1

4 

1

5 

1

6 

1

7 

1

8 

1

9 

2

0 

2

1 

2

2 

2

3 

2

4 

2

5 

2

6 

2

7 

2

8 

2

9 

3

0 

3

1 

3

2 

3

3 

3

4 

3

5 

3

6 

3

7 

3

8 

3

9 

4

0 

4

1 

4

2 

4

3 

4

4 

4

5 

4

6 

4

7 

4

8 

4

9 

5

0 
Initial 22 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

[13] 24 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

[14] 40 1 1 0 0 1 0 1 1 1 1 1 1 1 1 0 1 1 0 0 1 0 0 1 0 1 1 1 1 1 1 1 1 1 0 1 1 1 0 1 1 1 1 1 1 1 1 1 0 1 0 
                                                    

  

5
1 

5
2 

5
3 

5
4 

5
5 

5
6 

5
7 

5
8 

5
9 

6
0 

6
1 

6
2 

6
3 

6
4 

6
5 

6
6 

6
7 

6
8 

6
9 

7
0 

7
1 

7
2 

7
3 

7
4 

7
5 

7
6 

7
7 

7
8 

7
9 

8
0 

8
1 

8
2 

8
3 

8
4 

8
5 

8
6 

8
7 

8
8 

8
9 

9
0 

9
1 

9
2 

9
3 

9
4 

9
5 

9
6 

9
7 

9
8 

9
9 

1
0
0 

Initial 22 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

[13] 24 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

[14] 40 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

238



 

 

 

 

References 

[1]  Cooper, R., Edgett, S., Kleinschmidt, E., (2001): 

“Portfolio Management for New Product Develop-

ment: Results of an Industry Practices Study”, R&D 

Management 31 (4), 361-380. 

 

[2] Henriksen A.D., Traynor A.J. (1999): “A practical 

R&D project selection scoring tool”, IEEE Transac-

tions on Engineering Management 46 (2), 158-170. 

 

[3] Macharis C., Brans, J.P., and Mareschal, B. (1998): 

“The GDSS PROMETHEE Procedure. A 

PROMETHEE-GAIA based procedure for group de-

cision support”, Journal of Decision Systems, 7, 283-

307. 

 

[4] Leyva, J.C., Fernandez, E., (2003). A new method for 

group decision support based on ELECTRE-III meth-

odology. European Journal of Operational Research, 

148 (1), 14-27. 

 

[5] Fernández, E., López, E., Bernal, S., Coello Coello, 

C. A., and Navarro, J. Evolutionary multiobjective 

optimization using an outranking-based dominance 

generalization. Computers & Operations Research, 

37(2):390–395.(2010a). 

 

[6] Carazo, A. F., Gómez, T., Molina, J., Hernández-

Díaz, A. G., Guerreo, F.  

[7] M., and Caballero, R. Solving a comprehensive model 

for multiobjective project portfolio selection. Com-

puters & Operations Research, 37(4):630–639.(2010). 

 

[8] Castro, M. Development and implementation of a 

framework for I&D in public organizations. Master´s 

thesis, Universidad Autónoma de Nuevo León. 

(2007). 

 

[9] García, R., Hyper-Heuristic for solving social portfo-

lio problem. Master´sThesis, Instituto Tecnológico de 

Cd. Madero. (2010). 

 

[10] Fernández, E. and Navarro, J.,A genetic search 

for exploiting a fuzzy preference model of portfolio 

problems with public projects. Annals OR, 117(191-

213):191–213.(2002). 

 

[11] S. Gabriel, Kumar, S., Ordoñez, J., Nasserian, A. 

(2006): “A multiobjective optimization model for pro-

ject selection with probabilistic consideration”, Socio-

Economic Planning Sciences 40 (4), 297-313. 

 

[12] Mavrotas, G., Diakoulaki, D., Koutentsis, A. 

(2008): “Selection among ranked projects under 

segmenetation, policy and logical con-

straints”, European Journal of Operational Re-

search 187 (1), 177-192, 2009. 

 

[13] Fernández, E, Olmedo R. Public Project Portfo-

lio Optimization Under A Participatory Paradigm. 

Applied Computational Intelligence and Soft Compu-

ting. Archive Volume 2013, January 2013. Article 

No. 4 

 

[14] Deb, K., Multi-Objective Optimization using 

Evolutionary Algorithms. John Wiley & Sons, Chich-

ester-New York-Weinheim-Brisbane-Singapore-

Toronto. (2001) 

 

[15] Fernández E., Luz Flerida Félix, Gustavo 

Mazcorro., Multi-objective optimization of an out-

ranking model for public resources allocation on 

competing projects. Int. J. Operational Research, Vol. 

5, No. 2, pp. 190-210. (2009). 

 

[16] Coello Coello, C. A., Lamont, G. B., and Van 

Veldhuizen, D. A. Evolutionary Algorithms for Solv-

ing Multi-Objective Problems. Genetic and Evolu-

tionary Computation. Springer, 2nd edition. (2007). 

 

[17] Fernández Eduardo R., Navarro Jorge A., Olme-

do Rafael A. Modelos y Herramientas Computaciona-

les para el Análisis de Proyectos y la Formación de 

Carteras de I&D.  Revista Iberoamericana de Siste-

mas, Cibernética e Informática. Volumen 1 - Número 

1 – Año 2004, páginas: 59-64. 

 

[18] Fernández, E., López, E., López, F., and Coello 

Coello, C. A. Increasing selective pressure towards 

the best compromise in evolutionary multiobjective 

optimization: The extended NOSGA method. Infor-

mation Sciences, 181(1):44–56.(2010b). 

 

[19] Ghasemzadeh, F., Archer, N., and Iyogun, P., A 

zero-one model for project portfolio selection and 

scheduling. Journal of the Operational Research Soci-

ety, 50(7):745–755.(1999). 

 

 

Papers  (I1, I2, I3, I4, I5, I6) 

Fernández et al 24, 1995, 0, 0, 0, 24 

Our proposal 24, 1995, 15, 859, 1, 40 

Our proposal 25, 2051, 11, 644, 3, 39 

Our proposal 25, 2079, 11, 609, 1, 37 

Our proposal 26, 2151, 10, 577, 1, 37 

Our proposal 26, 2163, 9, 514, 1, 36 

Our proposal 25, 2102, 8, 464, 2, 35 

Table 4. Comparison of experimental 

results with the objectives evaluated with 

impact indicator model. 

239



[20] Nebro Antonio J., Alba Enrique, Luna Francisco. 

Optimización Multi-Objetivo y Computación Grid. 

Departamento de Lenguajes y Ciencias de la Compu-

tación. Universidad de Málaga. E.T.S. Ingeniería 

Informática. Campus de Teatinos, 2004. 

 

 

[21] Peñuela, C. and Granada, M., Optimización mul-

tiobjetivo usando un algoritmo genético y un operador 

elitista basado en un ordenamiento no dominado 

(NSGA-II). Scientia Et Technica, 8(35):175–180. 

(2007). 

 

[22] Roy, B. (1990). “The Outranking Approach and 

the Foundations of ELECTRE methods”, in Bana e 

Costa, C.A. (ed.), Reading in multiple criteria deci-

sion aid, Springer- Verlag, Berlin , 155-183. 

 

[23] Roy, B. and Slowinski, R., Handling effects of 

reinforced preference and counter-veto in credibility 

of outranking. European Journal of Operational Re-

search, 188(1):185–190.(2008). 

 

[24] Tenorio Rodríguez Gilberto Javier. Optimización 

de carteras formadas por proyectos interdependientes 

en organizaciones públicas. Tesis para obtener el gra-

do de maestro en ciencia en Ingeniería de sistemas, 

2010. 

 

240


	Algorithm_selection_from_meta_learning_to_hyper_heuristics.pdf
	An Interactive Decision Support System Framework for Social Project Portfolio Selection.pdf
	Explaining Diverse Application Domains.pdf
	Handling of Synergy into an Algorithm for  Project Portfolio Selection.pdf
	Handling of Synergy into an Algorithm for Project Portfolio Selection

	Introduction
	Background
	Social Portfolio Problem
	Synergy Among Projects
	Preference Model

	Related Works
	Proposed Algorithm
	Pheromone Structure
	Constructing Phase
	Updating Phase

	Experimental Results
	Experimental Conditions
	Comparison between Synergy Handling Techniques

	Conclusions and Future Work
	References


	Improving the Performance of Heuristic.pdf
	Local Survival Rule for Steer an Adaptive Ant-Colony.pdf
	Local Survival Rule for Steer an Adaptive Ant-Colony Algorithm in Complex Systems
	Introduction
	Background
	Graph Theory
	Structural Characterization

	SQRP Search Strategies
	SQRP Description
	SQRP Algorithms

	AdaNAS Model
	The General Model
	Behavior Rule

	AdaNAS Algorithm
	Experiments
	Generation of the Test Data
	Parameters
	Results

	Conclusions
	References


	Memetic Algorithm for Solving the Problem.pdf
	Multicriteria optimization of interdependent project.pdf
	New Implementations of Data Mining.pdf
	Project Ranking-Based Portfolio Selection Using Evolu.pdf


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 149
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 149
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 599
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200038002000280038002e0032002e00310029000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f0061006400650064002000610074002000680074007400700073003a002f002f0070006f007200740061006c002d0064006f0072006400720065006300680074002e0073007000720069006e006700650072002d00730062006d002e0063006f006d002f00500072006f00640075006300740069006f006e002f0046006c006f0077002f00740065006300680064006f0063002f00640065006600610075006c0074002e0061007300700078000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c00200030003800200061006e0064002000500069007400530074006f0070002000530065007200760065007200200030003800200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e000d>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




